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ABSTRACT: How to protect the creations of artificial intelligence (‘AI’) systems through copyright law is one of the most significant and complex legal issues of our time. Debated by stakeholders around the world, the issue has so far evaded consensus. However, a series of administrative and judicial rulings has altered the landscape. In 2019, a Chinese district court affirmed the copyrightability of a news article written by an AI-powered robot, clarifying that it was the AI developer that should be deemed copyright owner of the news article. In 2020, the United States Patent and Trademark Office, the European Patent Office, and the United Kingdom High Court prominently denied patent applications designating an AI system as an inventor. This Article reveals the profound implications of these recent AI rulings for copyright protection of AI-generated works. It examines how these rulings shed new light on the nature and scope of authorship and ownership, two legal issues that are central to deciding whether and how AI-generated works merit copyright protection.

Drawing on its in-depth study of the recent AI rulings, the Article proposes a broad-based, forward-looking approach to protecting AI-generated works through a two-tiered legal mechanism. It suggests that legislators may consider awarding sui generis rights to AI works generated with human contributions, while those generated autonomously by AI systems without such contributions should be placed in the public domain without copyright protection.
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I. INTRODUCTION

National governments and scholars have debated about the legal status of works generated by artificial intelligence (“AI”). Nevertheless, there still exists fundamental disagreement on this issue in the United States and abroad. For instance, policymakers and scholars sharply disagree on whether AI systems can be recognized and protected by copyright law as authors of the works they create. While many believe that the traditional human-centric
notion of authorship necessarily excludes AI, others contend that this notion has become obsolete in the age of AI and call for a more dynamic interpretation of authorship. Amid this lack of consensus and the complexity and rapidly evolving nature of AI, exploration of how intellectual property (“IP”) systems should protect AI-generated creations remains in its early stages. The World Intellectual Property Organization, for example, acknowledges that it is still “developing preliminary considerations to questions raised for IP policy by AI . . . “. In 2019, the U.S. Patent and Trademark Office (“USPTO”) called for submissions on AI and IP policy, summarizing nearly 200 comments from various stakeholders (but not presenting its own position) in the report Public Views on Artificial Intelligence and Intellectual Property Policy. Other national IP offices have made similar efforts to advance understanding of AI and IP policy.

The years of 2019 and 2020, however, were a watershed, with seminal rulings made on several fronts. In Europe, the European Patent Office (“EPO”) and UK Intellectual Property Office (“UKIPO”) issued rulings on DABUS and another AI patent application, clarifying inventorship and

1. See, e.g., U.S. COPYRIGHT OFFICE, COMPENDIUM OF U.S. COPYRIGHT OFFICE PRACTICES §§ 306, 313-2 (3d ed. 2017) (announcing that “the Office will refuse to register a claim if it determines that a human being did not create the work” and “the Office will not register works produced by a machine or mere mechanical process that operates randomly or automatically without any creative input or intervention from a human author”); Jane C. Ginsburg & Luke Ali Budiardjo, Authors and Machines, 54 BERKELEY TECH. L.J. 343, 408 (2019); Daniel J. Gervais, The Machine as Author, 105 IOWA L. REV. 2053, 2072 (2020) (demonstrating “that the roots of copyright law were planted in a soil which requires humanness of authorship for a work to be protected”); Carys Craig & Ian Kerr, The Death of the AI Author, 52 OTTAWA L. REV. 31, 67 (2021) (“It is important to remember . . . that even if a machine predicts all the right words . . . it neither knows, understands, nor appreciates the connotation of its word assemblage, let alone the meaning or value of the ‘work’ as a whole.”).


4. U.S. PAT. & TRADEMARK OFF., PUBLIC VIEWS ON ARTIFICIAL INTELLIGENCE AND INTELLECTUAL PROPERTY POLICY (2020), https://www.ml4patents.com/blog-posts/public-views-on-ai-and-ip-policy-from-uspto [https://perma.cc/4WVW-75UH] (“Building on the momentum of those discussions, on August 27, 2019, the USPTO issued a request for comments (RFC) on patenting AI inventions. The RFC sought feedback from our stakeholders on a variety of patent policy issues, such as AI’s impact on inventorship and ownership, eligibility, disclosure, and the level of ordinary skill in the art.”).

patentability standards for AI-generated inventions and ruling that AI systems, such as DABUS, should not be protected as inventors. The UK High Court upheld the UKIPO’s ruling, and the USPTO rejected the DABUS patent application on the same legal grounds. Chinese courts also handed down landmark rulings on IP protection of AI-generated creations. For instance, a Chinese district court affirmed the copyrightability of a news article written by Dreamwriter, an AI-powered robot capable of generating about 300,000 news articles per year.

This Article conducts an in-depth study of what it refers to collectively as the “recent AI rulings.” It focuses on how these rulings shed light on the nature and scope of authorship and copyright ownership, core legal standards in dire need of authoritative clarification. The Article examines how the DABUS rulings of the EPO, the UK High Court, and the USPTO deal with the relationship between AI and invent orship and how they explain why AI systems should not be treated as inventors. It also considers how the Chinese court’s Dreamwriter ruling tackles the relationship between AI and authorship and provides a legal basis for protecting AI-generated works. On the basis of these examinations, the Article considers the extent to which the recent AI rulings can offer lessons for courts dealing with similar cases and reframe the on going policy and legal debate on copyright protection of AI-generated works.

---

6. See infra Section II.B; Imogen Ireland & Jason Lohr, ‘DABUS’: The AI Topic That Patent Lawyers Should Be Monitoring, MANAGING IP (Sept. 9, 2020), https://www.managingip.com/article/b18g4q4v4/dabus-the-ai-topic-that-patent-lawyers-should-be-monitoring [https://perma.cc/F33Z-E8N9] (“In its DABUS decisions, the EPO considered that the interpretation of the legal framework of the EPC led to the conclusion that the inventor designated in a European patent had to be a natural person (and not any other entity).”).


9. See infra Section II.A; Sylvia Polydor, Martyna Czapska & Karen Roberts, Chinese Dreamwriter Decision: A Dream Come True for AI-Generated Works?, BAKER MCKENZIE: CONNECT ON TECH (Apr. 20, 2020), https://www.connectontech.com/chinese-dreamwriter-decision-a-dream-come-true-for-ai-generated-works [https://perma.cc/L5QT-qXPX] (“[I]t is the first time the human element of an AI created work was considered sufficient and copyright protection was granted.”).


11. See infra Section II.C.

12. See infra Section II.A.

13. See infra Part III.
This Article also proposes a broad-based, forward-looking approach to the international protection of AI-generated creations through a two-tiered legal mechanism. According to this mechanism, AI works generated with human contributions should be awarded *sui generis* rights designed specifically to protect this type of IP. However, AI works generated solely by autonomous AI systems should be placed in the public domain without copyright protection.

Compared with existing policy and legal recommendations, this proposal has two novel advantages. First, it advocates for a differentiation between two types of AI-generated creations, namely those infused with human contributions and those without, and then suggests different ways of protecting them. Most policymakers and scholars have not made this distinction, and their proposals about IP policy have targeted AI creations of the same nature. In contrast, this Article argues that a nuanced understanding of the nature of AI creations is much needed. Second, this proposal better encourages the application of more advanced AI to the creation of works, and protects the public interest in accessing and using them. For example, the proposed *sui generis* mechanism protects AI-generated works with human contributions for ten years; significantly less than the existing copyright protection term of author’s life plus 70 years. In this way, the *sui generis* system would protect authors’ interests while also promoting public access to and use of these works.

The remainder of this Article proceeds as follows. Part II examines the background and legal bases of the recent AI rulings. Part III discusses the major disagreements characterizing the debate on IP protection of AI-generated creations. It then considers the extent to which the recent AI rulings offer useful lessons for judges deciding similar cases, and how the rulings can reshape policy and legal arguments in the academic discourse on copyright protection of AI-generated creations. Part IV puts forward a twotiered mechanism that confers *sui generis* IP rights on AI creations generated with human contributions and places creations solely generated by autonomous AI systems in the public domain.

II. THE RECENT LANDMARK AI RULINGS

In this Part, I examine the major administrative and judicial AI rulings decided in 2019 and 2020. With a brief introduction of each AI system...

---

14. See infra Section IV.A.

15. See infra Section IV.B.

16. See, e.g., Tim W. Dornis, *Artificial Intelligence and Innovation: The End of Patent Law as We Know It*, 23 YALE J. L. & TECH. 97, 133 (2020) (“After all, once this specific application or selection of applications has been determined to reflect the ‘average’ AI skill level, by definition, all inventive output would have to be considered obvious.” (emphasis omitted) (footnote omitted)); Benjamin L. W. Sobel, *Artificial Intelligence’s Fair Use Crisis*, 41 COLUM. J. L. & ARTS 45, 47 (2017) (“The fast-growing body of legal scholarship on AI and copyright tends to focus on one question: what happens when computers produce outputs that resemble conventional, expressive works of art by human creators, such as musical compositions, images, poetry, and prose—do these ‘works’ have ‘authors?’” (footnote omitted)).
involved, I discuss how these rulings determine whether they could be recognized and protected as inventors or authors under the IP protection systems in China, the European Union, and the United States.

A. CHINA

In December 2019, the Shenzhen Nanshan District People’s Court ruled that an article by Tencent’s Dreamwriter AI system should be protected by copyright.17 Dreamwriter is a set of data and algorithm-based intelligent writing assistance systems developed by Tencent.18 “On August 20, 2018, . . . Tencent first published a financial reporting article,” written by Dreamwriter, “on the Tencent Securities website.”19 Shanghai Yingxun Technology Company republished the article on its own website on the same day without Tencent’s permission, which prompted Tencent to sue Yingxun for copyright infringement in Shenzhen Nanshan District People’s Court.20

Article 2 of the Regulation for the Implementation of the Copyright Law (“Implementation Regulation”) refers to a copyrightable work as an intellectual achievement that is original and “can be reproduced in a tangible form” in the literary, artistic, and scientific fields.21 Since the Tencent article belonged to the literary field and was reproducible, it remained for the court to determine originality by a two-step test.22

First, the court determined whether the news article had had a minimal degree of creativity.23 It found that it met the formal requirements of a literary work, and that its content reflected the selection, analysis, and judgment of

---


19. See Dreamwriter ruling, supra note 17, at 1.

20. Id.


23. Id. at 1–2.
the relevant stock market information and data on the relevant day. Moreover, the article had a reasonable and expressive structure and a clear logic.

Second, the court found that the generation process of the new article reflected the Tencent team’s personalized choice, judgment, and skills. The plaintiff’s main creating team generated the article through four stages: (1) data service; (2) triggering and writing; (3) smart verification; and (4) smart distribution. Throughout these stages, the input of data types, the processing of data formats, the setting of trigger conditions, the selection of article frame templates, the setting of the corpus, and the training of intelligent verification algorithm models were all carried out by the Tencent creating team and then followed by a two-minute generation process using Dreamwriter.

According to Article 3 of the Implementation Regulation, the Copyright Law refers to intellectual activities that directly produce literary, artistic, and scientific works. Pursuant to this article, whether the act is an intellectual activity and whether there is a direct connection between the act and the specific form of expression of the work should be taken into account when determining whether the Copyright Law applies. The arrangement and selection undertaken by Tencent creating team throughout the four stages were intellectual activities directly related to the specific expression of the article. If just the news article’s two-minute automatic generation period were deemed the creation process, no human participation would then be involved because during this time the computer software run[s] the established rules, algorithms, and templates to produce the article.

However, as the court found, the automatic operation of Dreamwriter was determined by Tencent creating team. It would be unfair to regard such automatic operation as the entire creation process completed by Dreamwriter alone.
B. European Union

In 2020, the EPO made two landmark decisions on inventions involving AI that considered both patentability requirements and whether AI systems can be legally considered inventors.

1. Äquivalenter Aortendruck

In the first case, the EPO denied a patent for an invention employing an artificial neural network to determine cardiac output. An artificial neural network is a system of AI modeled on the architecture of the human brain. Just as the human brain is a complex network comprising billions of interconnected neurons, “artificial neural networks consist of groups of interconnected layers of algorithms that feed data into each other and that can be trained to complete tasks by altering the relevance of data as they pass between layers.” During training, the system applies different weights to each input variable until it has developed the ability to complete its intended task. The claimed invention was the mathematical transformation of a “blood pressure curve measured at the periphery . . . into the equivalent aortic pressure with the help of an artificial neural network, the weighting values of which are determined by learning.”

The EPO refused the patent application on two grounds. First, it ruled that the invention did not meet the disclosure requirement under Article 83 of the European Patent Convention (“EPC”). Article 83 mandates that an application must release “sufficiently clear and complete” information about the invention so that a person skilled in the art can apply it in practice. As artificial neural networks are composed of layers upon layers of interconnected variables, it is “virtually impossible to trace how their millions . . . of parameters combine to” produce an output, and even when programmers “have access to those parameters,” the output cannot be deconstructed with precision. In this case, though the application noted that the training data should cover a broad spectrum of patients of different ages, genders, and health conditions, it did not specify any characteristics of the input data suitable for training the AI dataset, or at least a data record suitable

38. Id.; see Äquivalenter Aortendruck, supra note 36, ¶ V.
39. Äquivalenter Aortendruck, supra note 36, ¶ V.
40. Id. ¶ III.
for solving the underlying technical problem. Since the results could not be reproduced by a person skilled in the art, the invention was insufficiently disclosed. Given the black box nature of a neural network or similar machine learning process employed to generate a result or entire invention, it is not possible for a patent applicant to illustrate precisely how their system arrived at a result. This ruling, therefore, makes it difficult to meet European patent law disclosure requirements for any invention using such a system.

The EPO also ruled that the application did not involve an “inventive step” as required by Article 56 of the EPC. The applicant contended that “the neural network [was] the inventive feature . . . [as] the closest prior art . . . disclose[d] a method for applying a transformation to a blood pressure curve but did not disclose not a neural network capable of applying this transformation.” The neural network was also inventive in that “it achieved a technical effect of guaranteeing a precise output at modest computational cost.” The EPO rejected this argument on the ground that the application failed to provide details about the training of the neural network. In the case of machine learning, the basis of the inventive step is the ability to drive a machine to achieve certain ends. Mentioning in general terms that the output data are determined by learning does not go beyond the normal understanding of reasonable people skilled in the art, so the neural network insofar as what is disclosed cannot be used to achieve any technical effect.

2. DABUS

In the second case, the EPO decided that an AI system could not be listed as an inventor on a patent application. The applicant, Dr. Stephen Thaler, “is in the business of developing and applying advanced [AI] systems that are...
capable of generating patentable output” without involving any natural person.53 In 2018 and 2019, he filed parallel applications at the EPO and UKIPO, listing the AI system DABUS as the inventor, which had supposedly “identified the novelty of its own idea before a natural person did.”54 DABUS employs a set of artificial neural networks to generate new ideas and a subsequent set of neural networks to analyze them and determine whether they are “novel or useful.”55 The patent applications listing DABUS as the inventor were for a beverage container based on fractal geometry, which improved safety during shipping, and an emergency beacon, which “flicker[ed] in a pattern mimicking neural activity to [better] attract attention.”56

The EPO rejected the application on the grounds of failure to comply with Article 81 of the EPC and Rule 19(1) of its Implementing Regulations, which require the designation of an inventor.57 Since Rule 19(1) requires the designation to state the family name, given names, and full address of the inventor, the EPO concluded that the legal framework of the EPC requires inventors to be natural or legal persons and thus rejected the designation of DABUS as inventor.58 According to the EPO, “[n]ames given to natural persons, whether composed of a given name and a family name or mononymous, serve not only the function of identifying them but enable them to exercise their rights and form part of their personality.”59 Having no legal personality, machines cannot enjoy rights vested in inventors under Article 62 of the EPC, including the right to be named on patent applications.60 For the same reason, DABUS could not be regarded as an employee of Dr. Thaler either.61 The EPO further reasoned that the legislative history of the EPC shows that legislators were in agreement that only natural persons could be listed as inventors, noting, for instance, that discussion as to

54. Ireland & Lohr, supra note 6.
56. Id.
59. Id. ¶ 22 (footnote omitted).
60. Id. ¶ 27.
whether legal persons could be named as inventors did ultimately result in a corresponding rule.62

The designation was similarly rejected in the UK. The UKIPO found that section 13(2)(a) of the UK Patents Act requires the applicant to identify the “person or persons” who is believed to be the inventor and concluded that this shows the EPC does not extend beyond human inventors.63 According to the UKIPO, even if the AI machine could be regarded as the inventor, the applicant would have difficulty obtaining ownership of the invention because the machine is incapable of owning or transferring any rights.64 The UKIPO concluded that “[t]here has never been any indication from the courts that this is an incorrect interpretation and it is settled law that an inventor cannot be a corporate body.”65 The UKIPO then noted that “the applicant acknowledges that DABUS is an AI machine and not a human, so cannot be taken to be a ‘person’ as required by the Act.”66 In September 2020, the UK High Court agreed with the UKIPO’s decision and rejected DABUS patent applications.67

C. UNITED STATES

Dr. Thaler also filed patent applications on the two DABUS inventions at the USPTO in 2019, again naming DABUS as the inventor.68 The USPTO denied both applications on the basis that the applications failed to disclose a natural person as the inventor and identified three key considerations.69

First, the USPTO decided that the statutory language mandates inventors to be individuals.70 It based this opinion on various statutory references. Pursuant to 35 U.S.C. § 100(a), an “inventor” is the individual or, collectively, “the individuals . . . who invented . . . the subject matter of the [patent application].”71 According to the USPTO, the word “whoever” in section 101,
stating that “[w]hoever invents or discovers any new and useful process, machine, manufacture, or composition of matter . . . , may obtain a patent,” suggests a requirement that the inventor be a natural person. Similarly, in reference to the person who claims to be the original inventor of the invention in an application, section 115(b) “refers to [an] individual[ ] and uses pronouns specific to natural persons,” such as “himself” and “herself.” In section 115(a), it is provided that a patent application shall include the name of the inventor for the claimed invention, and section 115(h)(1) “further states that the inventor who executes an oath or declaration must be a ‘person.’” Other Title 35 sections refer to individuals when mentioning inventors. For example, section 102(a), which relates to the novelty condition of a patent application, states that “[a] person shall be entitled to a patent . . . .” Where the wrong inventor is named in the patent application, section 116(c) only applies when it is a “person” that has been incorrectly named. Given this consistent reference to persons and individuals, “interpreting ‘inventor’ broadly to encompass machines would contradict [a] plain reading of the patent statute[ . . . ].”

Second, responding to the analogies between AI systems and corporations or sovereigns, the USPTO ruled that neither of them can be inventors on the basis of existing case law. In *Univ. of Utah v. Max-Planck-Gesellschaft zur Forderung der Wissenschaften e.V.*, the U.S. Federal Circuit Court of Appeals explained that the sovereign cannot be an inventor. Similarly, in *Beech Aircraft Corp. v. EDO Corp.*, the Federal Circuit stated that corporations cannot be inventors since “only natural persons can be ‘inventors.’” Neither a state, corporation, nor machine can meet the requirement of conception, defined in *Townsend v. Smith* as “the complete performance of the mental part of the inventive art.”

Third, the USPTO further pointed out that the act of inventorship requires conception, and this is a process that machines cannot perform. The crux of conception is the inventor’s “formation . . . of a definite and permanent idea of the . . . invention,” which is subsequently translated into
practice. The mental nature of this foundation of invention distinguishes conception from other elements of patentability. Therefore, conception of an invention must be performed by a natural person rather than machines.

The USPTO held that the applications did not comply with 35 U.S.C. § 115(a) for the above three reasons and thereby rejected Dr. Thaler’s patent applications that named DABUS as the inventor. In August 2020, Dr. Thaler filed a lawsuit against the USPTO in the U.S. District Court for the Eastern District of Virginia. At the time of drafting this Article, the court had yet to hand down its decision.

III. APPLYING THE RECENT AI RULINGS TO COPYRIGHT LAW

In this Part, I examine implications of the recent AI rulings on copyright protection of AI-generated works. I first review the ongoing debates about authorship and copyright ownership, core legal issues that inform whether existing copyright law should protect AI-generated creations. I then consider the extent to which the recent AI rulings can restructure these debates, identify relevant lessons from the rulings, and offer important insights for IP administrators and judges making decisions in AI cases.

A. DEBATES ABOUT COPYRIGHT PROTECTION OF AI-GENERATED CREATIONS

Can AI systems be recognized as authors and owners of the works they generate? Authorship and ownership are the most controversial and complex issues in AI-related copyright law. Amid raging policy and academic debate, no consensus on these issues has emerged.
1. Authorship

i. Against AI Authorship

Scholars have argued that the human-centric notion of authorship excludes AI-created works from copyright law protection. Since copyright is designed to protect human creativity, the argument goes, copyright laws entitle only human beings to own copyrights in virtually all jurisdictions. This human-centric notion of authorship is deeply rooted in the major theories of copyright law. According to the personality theory, copyrighted works are manifestations of the author’s personality and will. Authorship, then, is a distinctly human process of self-actualization and expression, a social practice inseparable from “humanness” and human communication. The labor theory, meanwhile, suggests that mixing only human labor with an object gives rise to ownership of the object by that human. Informed by this theory, judicial rulings have long upheld the proposition “that an author should reap the pecuniary profits of his own ingenuity and labour.”

International copyright law embraces the human-centric notion of authorship. For instance, the Berne Convention for the Protection of Literary and Artistic Works expressly requires that an author be a human being. It states that “the author shall enjoy the exclusive right of making a collection of...”

---

89. See James Grimmelmann, *There’s No Such Thing as a Computer-Authored Work—And It’s a Good Thing, Too*, 39 COLUM. J.L. & ARTS 403, 405 (2016) (“[C]omputer-authored works... don’t exist. Copyright law doesn’t recognize computer programs as authors, and it shouldn’t.” (footnote omitted)); Tim W. Dornis, *Artificial Creativity: Emergent Works and the Void in Current Copyright Doctrine*, 22 YALE J.L. & TECH. 1, 20 (2020) (“U.S. copyright... is still based on the concept of a natural person being the author or creator and, accordingly, the right-holder.” (footnote omitted)); Gervais, supra note 1, at 2068 (“As applied by courts, originality requires human authorship.”) (emphasis omitted) (footnote omitted)).

90. Dornis, supra note 89, at 17 (“Copyright protection in virtually all jurisdictions depends on the quintessential element of human creativity. Both civil-law and common-law copyright have an anthropocentric foundation.”).


93. See Craig & Kerr, supra note 1, at 86 (“To say authorship is human, that it is fundamentally connected with humanness... is to say that human communication is the very point of authorship as a social practice—indeed, as a condition of life.”).


his works.”\footnote{98} It also makes clear that moral rights refer to “the right to claim authorship of the work and to object to any distortion, mutilation or other modification of, or other derogatory action in relation to, the said work, which would be prejudicial to his honor or reputation.”\footnote{99} Copyright is also protected as a human right.\footnote{100} The Universal Declaration of Human Rights states that “[e]veryone has the right to the protection of the moral and material interests resulting from any scientific, literary or artistic production of which he is the author.”\footnote{101}

Domestic copyright laws are also structured on the basis of a human-centric notion of authorship.\footnote{102} The U.S. Supreme Court has proclaimed that “[a]s a general rule, the author is the party who actually creates the work, that is, the person who translates an idea into a fixed, tangible expression entitled to copyright protection.”\footnote{103} Courts have resoundingly refuted legal challenges to this notion of authorship.\footnote{104} For instance, the emergence of computer-generated works raised questions about whether computers could be regarded as authors of such works. In \textit{Goldstein v. California}, the Supreme Court “interpreted [the authorship requirement] to include any physical rendering of the fruits of creative intellectual or aesthetic labor,”\footnote{105} reasoning that in most cases significant input from an author or user would be required for a computer to generate any kind of copyrightable work.\footnote{106}

In the recent \textit{Naruto v. Slater} case, the Ninth Circuit Court of Appeals addressed whether animals could be identified as authors of works they

\footnotesize{\begin{itemize}
\item 98. Berne Convention, \textit{supra} note 97, art. 2 (emphasis added). The use of “his” in the Berne Convention refers to both men and women.
\item 99. \textit{Id.} at 36 (emphasis added).
\item 102. \textit{See} Gervais, \textit{supra} note 1, at 2073–85.
\item 103. \textit{Cnty. for Creative Non-Violence v. Reid}, 490 U.S. 730, 737 (1989) (emphasis added); \textit{see also} Burrow-Giles Lithographic Co. v. Sarony, 111 U.S. 53, 61 (1884) (“[A]nd Lord Justice Bowen says that photography is to be treated for the purposes of the act as an art, and the author is the man who really represents, creates, or gives effect to the idea, fancy, or imagination.”).
\item 104. \textit{See} Urantia Found. v. Mahterra, 114 F.3d 955, 958 (9th Cir. 1997) (“For copyright purposes, however, a work is copyrightable if copyrightability is claimed by the first human beings who compiled, selected, coordinated, and arranged the [work] . . . .”); \textit{Kelley v. Chi. Park Dist.}, 635 F.3d 290, 304 (7th Cir. 2011) (“Authors of copyrightable works must be human; works owing their form to the forces of nature cannot be copyrighted.”).
\item 106. \textit{See id.}; \textit{see also} Pamela Samuelson, \textit{Allocating Ownership Rights in Computer-Generated Works}, 47 U. PITT. L. REV. 1185, 1199 (1986) (“[I]t is still fair to say that it was not within Congress’ contemplation to grant intellectual property rights to machines. In the long history of the copyright system, rights have been allocated only to humans.”); Steve Schlackman, \textit{Who Holds the Copyright in AI Created Art}, ART BUS. J., \textit{https://abj.artrepreneur.com/the-next-rembrandt-who-holds-the-copyright-in-computer-generated-art/amp} [https://perma.cc/ZQ5H-L7JL].
\end{itemize}}
“create.” 107 “Naruto was a seven-year-old crested macaque” in Indonesia that took several photographs of itself using wildlife photographer David Slater’s unattended camera. 108 Slater published a book containing these photos, which led the People for the Ethical Treatment of Animals to sue him on Naruto’s behalf for copyright infringement. 109 The Ninth Circuit ruled that Naruto did not have the necessary standing, employing a literal interpretation of the Copyright Act. It reasoned that “if an Act of Congress plainly states that animals have statutory standing, then animals have statutory standing[,] but if the statute does not so plainly state, then animals do not have statutory standing.” 110 The court then identified language in the Copyright Act that reflected the intentions of lawmakers, noting that “[t]he terms ‘children,’ ‘grandchildren,’ ‘legitimate,’ ‘widow,’ and ‘widower’ all imply humanity and necessarily exclude animals that do not marry and do not have heirs entitled to property by law.” 111 This conclusion does not suggest that it is impossible for non-human entities to hold copyright, but demonstrates the court’s belief that it would only be possible should the legislature choose to introduce a new law. 112

EU law also embraces the human-centric notion of authorship. Referring to photographic works, the EU Copyright Term Directive 113 indicates that such a work “is to be considered original if it is the author’s own intellectual creation reflecting his personality, no other criteria such as merit or purpose being taken into account.” 114 Some scholars hold the view that the EU Software Directive 115 and Database Directive 116 stipulate the human author requirement. 117 Relying on these laws, the European Court of Justice (“ECJ”) has applied this requirement to all types of works, defining a copyrightable

---

108. Id.
109. Id.
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work as an “author’s own intellectual creation” and holding that “the author . . . can stamp the work created with his ‘personal touch.’”

Despite ongoing advancements in AI creativity, certain state authorities have relied on the human-centric notion of authorship to refuse extending copyright protection beyond works created by humans. The U.S. Copyright Office has stated that, as section 306 of the Copyright Act protects only original works of authorship, it will not register works produced by nature, animals, plants, or machines or mechanical processes that operate without any creative intervention from a human author. The 2020 EU report on IP and AI mentions that “the copyright principle of originality . . . is linked to a natural person,” and that intellectual creations reflect an individual’s personality. The report stresses that human authors and producers must serve as the basis for the IP rights system and that a human-centered approach to AI is needed to ensure that it “remain[s] a tool that serves people and the common good.”

**ii. In Favor of AI Authorship**

There is still broad support for the protection of works created by AI systems. Some commentators suggest that legislation of the UK, Ireland, and New Zealand may already address these works. Copyright provisions relating to computer-generated works originated in the mid-twentieth century when computers were introduced as tools in the creative process. For example, UK copyright law defines a computer-generated work as a “work . . . generated by a computer in circumstances such that there is no human...
author of the work.”\textsuperscript{125} With regard to authorship of the computer-generated work, the law stipulates that “the author shall be taken to be the person by whom the arrangements necessary for the creation of the work are undertaken.”\textsuperscript{126} Such provisions could be invoked to identify AI developers as authors of AI-generated works.\textsuperscript{127}

Copyright provisions relating to computer-generated works largely addressed difficulties in identifying the contribution of an author rather than the absence of any human contribution.\textsuperscript{128} While opponents of copyright protection of AI works might emphasize this distinction, proponents argue that, from a historical perspective, the fixation on the requirement of “human involvement” has been detrimental to the development of copyright law.\textsuperscript{129} Such development, the argument goes, will once more be disrupted if AI works are denied copyright protection for failure to meet this requirement.\textsuperscript{130} European lawmakers have already acknowledged the potential of AI-generated creations, as with “traditional” creations, in expanding cultural heritage, and their commensurate entitlement to some form of copyright protection.\textsuperscript{131}

Other proponents of copyright protection of AI-generated works have directly rejected the human-centric notion of authorship, arguing that technological developments necessitate recognition of AI authors. As copyright evolves with technology, the notion of authorship should be adapted to technological developments, paving the way for recognition of AI authorship.\textsuperscript{132} Annemarie Bridy, for instance, points out that
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\item \textsuperscript{125} Copyright, Designs and Patents Act 1988, c. 48, § 178(b) (U.K.).
\item \textsuperscript{126} \textsuperscript{Id.} § 9(3).
\item \textsuperscript{127} \textsuperscript{See} Hoad & Martine, supra note 124.
\item \textsuperscript{129} Madeleine de Cock Buning, Artificial Intelligence and the Creative Industry: New Challenges for the EU Paradigm for Art and Technology by Autonomous Creation, in RESEARCH HANDBOOK ON THE LAW OF ARTIFICIAL INTELLIGENCE 511, 533 (Woodrow Barfield & Ugo Pagallo eds., 2018).
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\item \textsuperscript{131} \textsuperscript{See} EUROPEAN PARLIAMENT COMM. ON LEGAL AFFS., supra note 121, at 13 (“At a time when artistic creation by AI is becoming more common [(citing the example of the ‘Next Rembrandt’)]), we seem to be moving towards an acknowledgement that an AI-generated creation could be deemed to constitute a work of art on the basis of the creative result rather than the creative process.”).
\item \textsuperscript{132} Bridy, supra note 2, at 3.
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As the state of the art continues to advance in AI and related areas . . . we are moving incrementally but surely into an age of digital authorship, in which digital works (i.e., software programs) will, relatively autonomously, produce other works that are indistinguishable from works of human authorship.133

Therefore, the advancements in AI leads to the question as to how copyright law should evolve to protect works created by AI.134 Drawing on the idea of technological disruption, Margot Kaminski acknowledges a similar possibility, claiming “the U.S. copyright system has already moved far enough away from romantic authorship for algorithmic authorship to be, perhaps surprisingly, not fundamentally disruptive.”135

Some proponents also argue that the labor and personality theories of IP rights should not preclude protection of AI-generated creations entirely. They suggest it would be an oversimplification of the creative process to ignore the work contributed by human programmers at the development stage, noting that the absence of a human element would not matter in the case of neighboring or related “rights . . . not founded on the classic paradigm of romantic authorship.”136

This has led to a proposal for a new category of neighboring right to prevent AI works being exploited that “cover[s] all manifestations of artificial creativity, especially where the level of actual creativity is high, such as AI art and music.”137 The aforementioned EU report echoes this view, recommending “a horizontal, evidence-based and technologically neutral approach to [the current] copyright provisions applicable to AI-generated works.”138 The report suggests that “[t]he essential [requirement] for protection would be the existence of an autonomous artificial creation,” proposing the 15-year term of protection granted to databases as an “eligible parallel.”139

From a utilitarian stance, some proponents argue that copyright protection of AI-generated works would provide the incentive necessary to ensure their production and dissemination.140 Although making AI works freely accessible would create static efficiency as maximum supply guarantees minimum prices, limiting the analysis to freedom of access ignores the public’s interest in dynamic efficiency which would ensure “the continuous production of [new]
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134. Id. at 3.
135. Kaminski, supra note 2, at 603.
136. Dornis, supra note 89, at 31–32.
137. Id. at 45.
138. See EUROPEAN PARLIAMENT COMM. ON LEGAL AFFS., supra note 121, at 26.
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creative works.”141 In response to the argument that protecting AI-generated works would reward AI developers twice, proponents of protection emphasize that “the expected monopoly rent must reach at least the amount of investment[],” and non-protection might significantly reduce the overall investment in this area.142 Furthermore, it is also argued that in addition to promoting the development of AI systems, granting protection to the generated works would incentivize owners to exercise proper control over them.143 While companies would do this in order to maximize revenue from their AI systems, the control they exercise could also help to prevent the systems being used for unsavory, copyright-damaging purposes, such as the copying of existing works.144

2. Ownership

Beyond authorship, policymakers and commentators disagree about who should be deemed the copyright owner of an AI-generated work. In the EU, there are calls for the European Parliament to assess whether the copyright of such works should be automatically assigned to the copyright holder of the AI software (such as the AI developer), as per the EU’s human-centered approach to copyright.145 From a labor and personality theory perspective, the AI and its creations are the fruits of the programmer’s intellectual labor or a reflection of their personality, respectively; therefore, the programmer should be entitled to a property right in the AI’s creations in the form of copyright.146 From a utilitarian perspective, granting programmers copyright would incentivize them to continue to research and develop AI, as well as take responsibility for works of the AI.147 The presumption here is that machines are processes designed by humans to accomplish specific tasks,148 and are therefore the “perfect agents” of the developer.149

An important consideration when determining ownership is whether there is a causal connection between the AI developer and the AI work. The labor or personality approach is only justified if there is a sufficient causal link between the programmer’s intellectual efforts and the AI creation. If AI
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programs use input data that was not accounted for by the programmer to create unexpected outputs, the causal relationship will be too distant to justify ownership by the developer in the AI systems.\textsuperscript{150} For example, in 2017 a system was invented that learned how to rewrite its own code by stealing from other programs.\textsuperscript{151} There is also the future possibility of “artificially intelligent Creative Agents”\textsuperscript{152} requiring no human input in the creation process whatsoever such that no causal link between an AI programmer and AI work can be properly established.

An alternative proposal would be to extend the work-made-for-hire doctrine to cover works made by AI. Commentators have suggested that there is a similarity between AI creativity and work-made-for-hire scenarios which would make the doctrine suitable for this purpose, but they also note that a statutory amendment to the U.S. Copyright Act to cover AI would be necessary as analogous application of the rule is not possible.\textsuperscript{153} Under the work-made-for-hire doctrine, the employer or commissioner of the author of the work is directly assigned copyright with no prior materialization of rights for the actual creator, even in the absence of creative input from the employer or commissioner.\textsuperscript{154} Applying this doctrine to AI works would “incentivize the employer . . . at whose instance, direction, use, commercial purposes or risk the work is prepared [and] give them control over the commercial force” of the works while also ensuring their accountability over the works.\textsuperscript{155}

B. LESSONS FROM THE RECENT AI RULINGS

While policy and academic debate has raged over the copyrightability of AI-generated works, there have been no judicial or administrative rulings that illustrate which arguments offer a plausible basis for determining the legal status of AI-generated works under copyright law. The recent landmark ruling in \textit{Naruto v. Slater} clarifies human agency as being central to authorship.\textsuperscript{156} However, it does not address whether artificial consciousness or intelligence constitutes a legal personality and, if so, whether “this legal personality retain[s] all of the attendant rights and obligations/duties of a natural person[.]”\textsuperscript{157} If courts adopt the same literal interpretation of the Copyright
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\textsuperscript{157} Babie, supra note 112, at 36 (footnote omitted); see also Victor M. Palace, \textit{Note, What If Artificial Intelligence Wrote This? Artificial Intelligence and Copyright Law}, 71 FLA. L. REV. 217, 226 (2019) (arguing that \textit{Naruto v. Slater} does not deal with AI, but rather nonhuman authorship).
Act in future AI copyright cases, they must similarly conclude that, as non-human entities, AI systems do not have standing to sue for copyright infringement, nor can they be recognized as copyright owners of works they generate. However, the issue is slightly more complicated in the context of AI as “there is a human creator behind the AI” itself.\textsuperscript{158} As the first judicial decision to directly tackle the problem, the \textit{Dreamwriter} ruling provides an important analytical approach to determining both authorship and ownership of AI-generated works.

The \textit{Dreamwriter} ruling confirmed that the existence of human contribution is key to deciding whether an AI-generated work has necessary authorship to merit copyright protection.\textsuperscript{159} Per \textit{Dreamwriter}, the first step in determining available copyright protection is to examine whether there is human contribution to the creation of the work.\textsuperscript{160} The court found that although it took only two minutes for Dreamwriter to run established rules, algorithms, and templates to automatically create the article in question, this was not an isolated process.\textsuperscript{161} Rather, Tencent, as the developer of the AI technology embodied in Dreamwriter, had arranged a team of creative professionals who handled data input and set templates and styles for the automatic generation of works.\textsuperscript{162}

Second, the degree of human contribution is the predominant factor in deciding the work’s copyrightability.\textsuperscript{163} The court found that the form of the Dreamwriter article had been determined by Tencent’s creative team, and this form, while not unique, had a certain originality.\textsuperscript{164} The court held that the antecedent processes of this team determined the expression of the article, and it was this human element that made the article eligible for copyright.\textsuperscript{165}

The \textit{Dreamwriter} ruling also relies on human organization of and responsibility for the creation of AI works.\textsuperscript{166} The Chinese court held that the article was completed under the auspices of the Tencent creating team, including the editorial team, production team, and technical development team, using Dreamwriter, and fully reflected Tencent’s intention to publish stock review articles.\textsuperscript{167} It was published on the Tencent.com Securities Channel with an end note stating: “This article was automatically written by
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Tencent’s robot Dreamwriter. In the absence of evidence to the contrary, the court determined that Tencent organized and took responsibility for the article and therefore Tencent should be deemed copyright owner of the news article created by Dreamwriter.

While filling the legal void left by judicial decisions such as Naruto v. Slater, the Dreamwriter ruling thus shows how courts can apply the human contribution standard to determine the ownership of AI-generated works. Indeed, even in countries with laws receptive to computer-generated works, some human contribution is necessary for copyright to exist. For example, copyright laws in the UK, Ireland, and New Zealand require that the author of computer-generated works “be the person by whom the arrangements necessary for the creation of the work are undertaken.” Similarly, an EU report has proposed the possibility of “granting copyright [in an AI-generated work] to the natural person who prepares and publishes it lawfully . . . .”

IV. CREATING A TWO-TIERED MECHANISM FOR PROTECTING AI CREATIONS

As the preceding Part shows, the Dreamwriter ruling has shed new light on the issues of authorship and ownership, holding the AI-generated work in question to be copyrightable and deeming the developer of the AI the copyright owner of the work. However, the ruling does not address how to differentiate AI-generated works from traditional works created by machines that do not have human intelligence, like cameras. Should AI-generated works enjoy full copyright protection as pictorial and computer-generated works do? If AI developers do not make the major intellectual contributions to AI-generated works, should they enjoy full or limited copyright protection and, if the latter, should copyright law be adjusted? A more perplexing issue not tackled by the Dreamwriter ruling concerns how copyright law should protect works that are created solely by autonomous AI without any human contribution.

In this Part, I seek to offer a broad-based, forward-looking approach to protecting AI-generated works through a two-tiered mechanism. First, I propose that legislators should enact law to create a new sui generis right to protect AI creations generated with human contribution. Second, I argue that legislators should advocate for the adoption of a proposal that works autonomously generated by AI without human contribution should be placed in the public domain.
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A. “SUI GENERIS” RIGHTS

1. Sui Generis Protection of IP Rights

Traditionally, IP law encompasses copyrights, trademarks, patents, and trade secrets as the core of protectible subject matter, along with protection against unfair competition. IP law and its subject matter, however, are not immutable. Rather, IP protection mechanisms should be updated or adapted to respond to new forms of creativity and innovation. Accordingly, a broad array of sui generis rights have been created to protect new subject matter.

“Sui generis” is a Latin phrase meaning “of its own kind or class.” In IP law, a sui generis system protects rights that fall outside of conventional IP rights in copyrighted works, patents, trademarks, and trade secrets. Over the last few decades, advances in technology have given rise to new forms of IP whose unique characteristics do not fit neatly into the conventional IP regime. Sui generis rights have been created to incentivize creativity and innovation by enacting specific statutes to protect these non-traditional forms of IP. In the United States and Europe, for example, sui generis protection has been applied to mask works, vessel hull designs, fashion designs, plant varieties, and databases.

The legal protection of databases in the EU illustrates the importance of sui generis rights. Databases are a vital tool in the development of an information market. Compiling exponentially growing volumes of data into databases organizes the data in a systematic way, enables its retrieval, and
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182. See, e.g., CODE DE LA PROPRIÉTÉ INTELLECTUELLE [CPI] [Intellectual Property Code] art. L.112-2 (Fr.).


thereby enhances its utility and value. Collecting, processing, selecting and arranging the contents in databases may require substantive investment, but traditional IP rights are ill-suited to protect them. Some databases fall short of originality in the selection and arrangement of the underlying contents and thus cannot be copyrighted, while patent law offers no alternative because patent protection does not apply to the presentation of information.

To foster the growth of the EU database industry, it was considered necessary to strengthen the legal protection of databases. In 1988, the European Commission examined whether the selection and arrangement of the content within a database should be protected by copyright and whether a database should be protected by copyright or a new *sui generis* right regardless of whether the database contained material unprotected by copyright. The consultation and negotiation led to the adoption of Directive 96/9/EC on the legal protection of databases, which harmonizes laws relating to the protection of copyright in databases and creates a *sui generis* database right within the European Community.

In contrast with copyright, which affords protection to databases that “by reason of the selection or arrangement of their contents, constitute the author’s own intellectual creation,” the *sui generis* database right requires the database developer or owner to show that “there has been qualitatively and/or quantitatively a substantial investment in either the obtaining, verification or presentation of the contents” of the database. This *sui generis* right is independent of copyright and any other IP rights. It protects the contents of a database and operates irrespective of whether the database or any of its content is copyrighted. No registration is required for a database right, which prohibits an unauthorized party from extracting or reutilizing all, or a substantial part, of the contents of the database. This *sui generis* protection lasts for 15 years.
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2. *Sui Generis* Right for AI Creations with Human Contributions

With respect to AI-generated works, some leading scholars argue that current AI technology could be used as a tool, noting that other tools, such as Photoshop and GarageBand, have been used in the past to create copyrightable works.\(^\text{194}\) These tools lack creativity, which instead comes from the humans who control the tools’ creation of works.\(^\text{195}\) AI-generated production that occurs in this way is still subject to the creative direction of a human actor and is arguably no different from using pens for writing or cameras for photography. However, there are major differences between wholly AI-generated works and those works created by the aforementioned software and machines like cameras and computers. Given these differences, I propose three arguments for why legislators should consider creating a new *sui generis* right to protect AI works under the existing copyright protection mechanism.

First, while AI developers set up the initial programming, AI systems that are equipped with machine learning capacities contribute much to the creation of works. AI became a pervasive technology in the past ten years or so because of the breakthrough development of deep learning.\(^\text{196}\) This machine learning technique uses deep neural networks with multiple layers between the input and output layers to emulate the structure, functions, and workings of the human brain enabling an AI system to learn and make decisions on its own.\(^\text{197}\) The increased availability of large amounts of training

\(^{194}\) Ginsburg & Budiardjo, *supra* note 1, at 403 (“Machines are tools of their programmers or of their users, and understanding or explainability is not a prerequisite for authorial control of a tool . . . . Copyright’s long acceptance of the use of tools and amanuenses is the most appropriate lens through which to deal with the potential problems of machine creation.”); see Hanson & Jung, *supra* note 87.

\(^{195}\) Gervais, *supra* note 1, at 2093 (“The creation process must be human.”) (emphasis omitted); Ginsburg & Budiardjo, *supra* note 1, at 398 (“Any apparent ‘creativity’ in a machine’s output is directly attributable either to the code written by the programmers who designed and trained the machine, or to the instructions provided by the users who operate the machine. No machine is itself a source of creativity.”) (emphasis omitted).


data and massive computational power have greatly promoted the development of AI’s deep learning capacities. Current AI systems apply algorithms to automatically learn and to improve performance through experience by receiving feedback without being explicitly programmed.

Some AI systems can even write and rewrite their own algorithms to improve performance. In their application of deep learning and neural networks, AI systems are considered black boxes because they are constantly evolving by learning and adapting for themselves, and these processes are opaque. The original human programmers would have little idea about what exactly the underlying AI algorithms are and how such algorithms function in decision-making.

As AI systems have increased in sophistication, they have evolved into something other than a mere tool of human creators. They are able to mimic human intelligence and creativity to generate new original works, such as news reports, poems, paintings, and music. Some AI creations are now indistinguishable from human works. For example, in 2016, about 350
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years after the death of Rembrandt van Rijn, the Dutch master painter, a team
of art historians and technicians, using deep learning algorithms and facial
recognition techniques, created *The Next Rembrandt*, a 3D printed painting in
Rembrandt’s style. The team, after studying the works of Rembrandt,
decided to produce a portrait of a Caucasian male with facial hair, 30–40 years
old, “wearing black clothes with a white collar and a hat, facing to the right.”
Algorithms were trained on 346 of Rembrandt’s paintings to learn patterns
relating to his use of geometry, composition and painting materials, and then
applied to produce a painting closely resembling a Rembrandt original.

Second, AI has altered humans’ role in the creation of works. Since
traditional works (e.g., photos) employ machines without human intelligence,
such as cameras and computers, human creators dominate their creation. In
some domains, AI systems have already matched, if not surpassed, human
intelligence. Some have evolved to a degree where they can not only emulate a particular human author to generate works in their style, but also create new styles to generate works. For example, a team at the Art and
Artificial Intelligence Lab at Rutgers University has created deep neural
networks called Generative Adversarial Networks and Creative Adversarial
Networks. Generative Adversarial Networks can be taught to generate
paintings in a particular, existing style while Creative Adversarial Networks, a
modification of Generative Adversarial Networks, go further to generate
paintings outside of known artistic styles. Observers cannot tell whether
Creative Adversarial Network paintings have been generated by a human or
AI system.

Technological advances in AI are changing the dynamics of the creation
process by transforming human interactions with machines. Although human
creators can set parameters to guide AI outputs, it is the AI systems that use
neural networks to make independent decisions and generate the works in
ways that are akin to human thought processes. For instance, Jukedeck, an AI-
powered music composition software, uses “deep neural networks to understand
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music composition at a granular level.” Jukedeck users do not need to know musical theory or even how to write musical note. The AI system only requires them to input basic parameters, such as genre, instruments, tempo, mood, duration, and speed, which it then uses to write original musical tracks. Human creators no longer dominate the creation process with many AI systems, like Jukedeck, requiring limited or no human intervention to produce creative output. Rather, AI-generated creations could even be the result of the collaboration between humans and AI systems. The output does not solely contain the expression of the human creator with the AI system using its own capacities to create and thereby contribute original expression to the resulting work.

Third, AI-generated works differ from traditional works in that AI systems, rather than humans, use their intelligence to fix the works in a tangible medium. U.S. copyright law, for example, requires a work to be fixed in a tangible medium of expression by or under the authority of the author. This fixation of works in tangible media determines who has control over the form of the final work. The increasing autonomy of AI systems challenges the traditional copyrightability requirement that human creators only use machines as a tool to fix their works. As the AI systems can produce partially or fully unpredictable results, the causal link between the creativity of the human creator and the resulting work is weakened or even broken. The developer of the AI system “created the possibility of a work but did not embody it in the tangible medium of expression[]” because he cannot fully know and control how the user will use the system and how the system makes decisions. Neither does the AI user fix the work because the AI system generates random and unpredictable output. As such, it is the AI system, not the programmers or users as human creators, that may fix AI-generated works in a tangible medium of expression.

For instance, an AI system may consume and analyze more data to evolve of its own accord, deviating from initial programmed rules and determining output over which the human creator cannot have full control. The expression contributed by the AI system making independent creative choices blends with the human creator’s expression such that the resulting work does not

219. Gervais, supra note 1, at 2070.
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fully embody the original intellectual conception of the human creator. In such a case, it is difficult to assert that the AI system is an agent of fixation while authorship is solely attributed to the human creator.\textsuperscript{223}

Based on these three considerations, I argue that a \textit{sui generis} mechanism should be created to protect AI-generated works. But who should be the \textit{sui generis} rights owner for an AI-generated work? The relevant AI system that made the primary input for the creation of the work? Or the AI developer who set the AI system in motion? The recent AI rulings have resoundingly refused to grant IP ownership status to AI systems. Concurring with these rulings, I suggest that only AI developers should be deemed owners of the \textit{sui generis} rights on the basis of their contributions to the creation of AI works. In the case of the project \textit{The Next Rembrandt}, it is obvious that the AI system made the primary contribution to the creation of the painting in Rembrandt’s style. However, the \textit{sui generis} rights in this painting should be vested in the developer to recognize its contribution in creating the AI system concerned.

3. Modelling \textit{Sui Generis} Protection After Mask Works

Based upon the above justifications, I propose that legislators consider introducing a new \textit{sui generis} protection of AI-generated works by integrating major requirements of the existing \textit{sui generis} protection of mask works.

\textit{i. Sui Generis Protection of Mask Works}

Most modern electronic products and machines contain semiconductor chips or integrated circuits.\textsuperscript{224} The chips are usually made of multiple layers of semiconducting, insulating, and conductive material formed by a process called etching and disposition using a series of masks made photolithographically.\textsuperscript{225} Substantial skill and investment is expended to develop innovative layout designs for smaller, more efficient integrated circuits with more functions.\textsuperscript{226} Although it only costs free riders a small portion of the original investment to copy the layout designs,\textsuperscript{227} traditional IP law affords inadequate protection to semiconductor chips,\textsuperscript{228} while patent law

\textsuperscript{223}. See Robert C. Denicola, \textit{Ex Machina: Copyright Protection for Computer-Generated Works}, 69 RUTGERS U. L. REV. 251, 269 (2016) (“Some of the resulting works may be considered only computer-assisted and hence copyrightable, while for others the contribution of the human user or programmer to the ultimate expression of the work may be too attenuated to represent the human authorship now considered necessary for copyright protection.”).
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does not extend protection to mask works because they are usually not non-obvious. Further, mask works are considered utilitarian and therefore not subject to copyright protection. Trade secret law is also an impracticable means of protection against copying of semiconductor chips because they are vulnerable to reverse engineering, a defense to a misappropriation of trade secrets claim.

The threat of unfair chip copying in the mid-1980s and dissatisfaction with the protection offered by traditional IP law triggered the semiconductor industry’s call for specific protection of semiconductor chips. As a result of heavy lobbying by the semiconductor industry, in 1984 the United States was the first jurisdiction to enact a statute called the Semiconductor Chip Protection Act (“SCPA”), which provided a *sui generis* form of protection for integrated circuit design rights. Under the SCPA, the protected subject-matter is the “mask work fixed in a semiconductor chip product.” Principles of copyright and patent law can be found in the *sui generis* protection. Like copyright, mask works must meet a statutory standard of originality: A mask work must be original. In order to obtain IP protection, the mask work must either be registered with the U.S. Copyright Office or “commercially exploited anywhere in the world, whichever occurs first.”

The reciprocal protection provisions under the SCPA catalyzed the development of specific protection for semiconductor topographies in other jurisdictions. In 1986, the Council of the European Community adopted Directive 87/54/EEC, requiring member states to “protect the topographies of semiconductor products” through national legislation. Similarly, the
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229. Robert L. Risberg, Jr., Comment, *Five Years Without Infringement Litigation Under the Semiconductor Chip Protection Act: Unmasking the Specter of Chip Piracy in an Era of Diverse and Incompatible Process Technologies*, 1990 WIS. L. REV. 241, 251–52 (“While patent law can protect electronic circuitry or an improved process of manufacture, patents generally do not protect the particular topographical layouts created by chip designers. The level of creativity involved in such layout designs does not usually rise to the level required by the patent laws.”).

230. Hsieh, *supra* note 226, at 746 (“The Copyright Office denied registration on the basis that the artistic features embodied on the IC designs were not conceptually separated from the IC’s utilitarian aspects.” (footnote omitted)).
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Agreement on Trade-Related Aspects of Intellectual Property Rights requires its member states to protect mask works.

ii. Creating a New Sui Generis Right

Based on the existing sui generis protection of mask works, I suggest that legislators introduce through legal reform a new sui generis mechanism designed to protect works generated by AI systems with contributions from the systems’ developers. Vesting this new sui generis right in those AI developers, the mechanism would operate with the following five central legal standards (among some peripheral ones).

First, only AI-generated works that are original should be eligible for the protection of new sui generis right. Originality, according to the U.S. Supreme Court, requires “that . . . [a] work was independently created by [its] author . . . and . . . [has a] minimal degree of creativity.” The sui generis protection of mask works is based on these two originality requirements. It first requires that a mask work is the independent creation of the rights holder and was not copied from another source. The mask work must also have a minimum degree of creativity because it cannot “consist[] [solely] of designs that are staple, commonplace, or familiar in the semiconductor industry, or variations of such designs, combined in a way that, considered as a whole, is not original.” An AI-generated work eligible for the new sui generis protection would have to satisfy the same two originality requirements. That is, it should be independently created by an AI system with contributions from the system’s developer and possess a minimal degree of creativity.

Second, a bundle of economic rights for traditional copyrighted works should be conferred upon the sui generis rights holders of AI-generated works. Pursuant to the SCPA, only three economic rights are protected for mask works: (1) the right of reproduction; (2) the right of distribution; and (3) the right to facilitate the exercise of the first two rights. However, this scope of

241. Id. art. 35–38.
244. Id. § 902(b)(2).
245. Dornis, supra note 89, at 17 (“The assignment of genuine authorial copyrights may still be reserved for human-made creations. But this does not exclude alternative means of protection.”). The concept of sui generis rights does not require human creation. Id. at 44–59.
246. 17 U.S.C. § 905 provides that:

The owner of a mask work provided protection under this chapter has the exclusive rights to do and to authorize any of the following: (1) to reproduce the mask work by optical, electronic, or any other means; (2) to import or distribute a semiconductor chip product in which the mask work is embodied; and (3) to induce
economic rights would be too narrow for the full range of AI-generated works, which includes literary, artistic, and musical works. Since the exploitation of these works is identical to that of traditional copyrighted works, the *sui generis* rights holders of AI-generated works should enjoy the broader range of economic rights provided for under section 106 of the U.S. Copyright Act, namely the right of reproduction, the right to prepare derivative works, the right of distribution, and the right of public performance.

Third, moral rights should not be bestowed upon the *sui generis* rights holders of AI-generated works. The U.S. Copyright Act protects the moral rights of attribution and integrity so as to allow the authors of works of visual art to claim authorship and to prevent such works from being modified in ways that are prejudicial to their reputation. However, the SCPA does not provide for any moral rights for mask works. Treated as industrial copyrights, the *sui generis* rights for mask works were designed to protect economic interests accrued from the exploitation of these works. Similarly, the *sui generis* rights for AI-generated works should not protect moral rights. The creators of these works are mainly AI algorithms with no legal personality or reputation that moral rights are intended to protect. Instead, the *sui generis* rights should only protect economic rights, ensuring that rights holders can exploit AI-generated works in the marketplace for financial gain.

Fourth, protection of the new *sui generis* rights in AI-generated works should last for ten years only. For traditional works, the term of copyright
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or knowingly to cause another person to do any of the acts described in paragraphs (1) and (2).

Id. § 106A(a)(1)–(2).

247. *Id.* § 106(1) (providing that a copyright owner has the right "to reproduce the copyrighted work in copies or phonorecords").

248. *Id.* § 106(2) (providing that a copyright owner has the right "to prepare derivative works based upon the copyrighted work").

249. *Id.* § 106(3) (providing that a copyright owner has the right "to distribute copies or phonorecords of the copyrighted work to the public by sale or other transfer of ownership, or by rental, lease, or lending").

250. *Id.* § 106(4) (providing that, for copyrighted works, a copyright owner has the right "to perform [literary, musical, dramatic, and choreographic works, pantomimes, and motion pictures and other audiovisual works] publicly"); *Id.* § 106(6) (providing that, for copyrighted works, a copyright owner has the right "to perform [sound recordings] publicly by means of a digital audio transmission").
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253. Copyright Protection for Semiconductor Chips: Hearing on H.R. 1028 Before the Subcomm. on Cits., C.L. & the Admin. of Just. of the H. Comm. on the Judiciary, 98th Cong. 14 (1983) (statement of L. Ray Patterson, Professor of Law, Emory University School of Law) ("The conceptual basis for an industrial copyright should be purely and simply unfair competition based on the misappropriation rationale.").
protection is the life of the author plus 70 years. The term of protection for a mask work is much shorter, lasting ten years from the date the mask work is registered with the U.S. Copyright Office or is first commercially exploited anywhere in the world. Similarly, the new law should protect the sui generis rights in AI-generated works for ten years only, starting from the date on which an AI-generated work is published.

Fifth, the new sui generis rights should guard only against verbatim copying of AI-generated works. For traditional copyrighted works, any unauthorized reproductions (fair use excluded) that bear a substantial similarity to them infringe copyright. With respect to AI-generated works, I suggest that verbatim similarity should be applied as a yardstick to determine whether an unauthorized reproduction would amount to infringement of the sui generis right. This standard reflects the fact that AI systems draw on big data to create works and that less legal protection is needed given that AI systems cannot be recognized as authors.

The combination of these major legal standards has the advantage of encouraging technology developers to create more advanced AI systems to generate works and at the same time protect the public interest in accessing and using those works. AI-generated works protected by the proposed sui generis mechanism enter the public domain much sooner, free for everyone to use after the expiration of a ten-year protection period. As the proposed sui generis mechanism applies the verbatim similarity standard for weighing copyright infringement allegations, it significantly reduces the likelihood of finding an infringement, thereby allowing the public to enjoy greater freedom to use AI-generated works.

To determine eligibility for protection under the proposed sui generis mechanism, AI-generated works must be distinguished from conventional works of authorship. But how can we identify works that are generated by AI systems? For now, this is straightforward because AI developers spontaneously announce this “AI-generated works” status to publicize the development of their AI systems. However, developers’ enthusiasm for revealing such status is very likely to wane when AI-generated works become commonplace. Also, were the proposed sui generis mechanism to be established and implemented, developers and users of AI systems would be reluctant to reveal that their works are generated by such systems since it would mean that these works receive a lesser degree of legal protection than conventional works of
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254. 17 U.S.C. § 302(a) ("Copyright in a work created on or after January 1, 1978, subsists from its creation and, except as provided by the following subsections, endures for a term consisting of the life of the author and 70 years after the author’s death.").
255. Id. § 904.
257. For a discussion about the verbatim similarity standard applied in copyright law, see LEAFFER, supra note 220, § 9.04(B)–(C).
authorship. Put differently, developers and users of AI systems may hide the “AI-generated works” status to entitle their works to the stronger legal protection that conventional works of authorship enjoy. 258

I suggest, therefore, that the proposed sui generis mechanism should also create a verification obligation that requires AI system developers or users to publicize the generation of their works by such systems. Pursuant to this requirement, when publishing a work an AI developer should state on the work that it is generated by an AI system. Failure to meet this requirement would subject the AI developer to civil penalties such as a fine and a public apology. If the developer transfers ownership of sui generis rights to its users when selling AI systems to them, the verification obligation shifts to these users. Therefore, the developer must inform the users of the verification obligation requiring them to reveal the “AI-generated works” status when they publish such works.

The proposed sui generis mechanism also overcomes problems with alternative approaches to protecting AI-generated works. As discussed in the preceding Part, certain scholars have suggested that AI-generated works may still be protected through the work-made-for-hire doctrine, imagining a similarity between AI creativity and work-made-for-hire scenarios. 259 However, the analogy drawn between employer-employee and programmer-AI relationships is erroneous. Were the work-made-for-hire doctrine to be applied, an AI system would be wrongly deemed a human author. In deeming an AI work—intrinsically devoid of originality—created by a “human” author, the fundamental requirements of copyrightability, such as authorship and originality, would be unduly circumvented. Protected this way, the alleged authorship of an AI-generated work would have no human connection. 260

Avoiding legal fiction, the proposed sui generis mechanism directly connects protectable works with AI system developers. While it still confers on AI system developers sui generis rights such as the right of reproduction, it grants much less legal protection to their AI works given their peripheral role in the creation of these works. The work-made-for-hire approach, however, does not differentiate AI-generated works from conventional works, applying the same copyright protection to AI-generated works without adjusting the scope of exclusive rights protection. Therefore, the proposed sui generis

258. See Samuelson, supra note 106, at 1208 ("[I]t will often be difficult if not impossible to discern whether a particular work was generated by a program at all—let alone by this particular program. As a result, enforceability problems would be particularly acute if rights are allocated to the programmer.").

259. See supra notes 153–55 and accompanying text.

260. See Gervais, supra note 1, at 2094–95 ("Attributing rights in a machine-created work to a human (or other person) is arguably exactly the opposite: It gives a non-human creation to a human (or other) person . . . . If, in contrast, a machine owned by, say, a film production company, produced scenes for a movie and no credible link to the creativity of a human (user or programmer) could be established, then the resulting production and its authorship would have no human connection.").
mechanism has another advantage over the work-made-for-hire approach in allocating a proper degree of copyright protection to AI-generated works.

As shown in Part III, some scholars have advocated for protecting AI-generated works through related rights that are granted to persons or entities such as phonogram makers and broadcasting organizations. The grant of related rights is conditioned upon the identification and protection of their underlying authorial works such as literary, artistic, and musical works. Copyright law protects related rights owing to their holders’ efforts in disseminating authorial works to the public through acts such as making and distributing phonograms that embody lyrics and musical compositions. Therefore, without settling the copyrightability of an AI-generated work and identifying its copyright owner, it is simply implausible to apply the related rights mechanism to reward efforts in disseminating the AI-generated work.

The proposed sui generis mechanism obviates this impasse. By applying standards such as originality, the mechanism addresses whether an AI-generated work is copyrightable. It also identifies the AI system developer for the work as its copyright owner. With these legal issues settled, the proposed sui generis mechanism paves the way for protecting related rights for those who further disseminate the work to the public through sound or video recording or broadcasting. In so doing, it better facilitates dissemination of AI-generated works.

B. PLACING AUTONOMOUS AI CREATIONS IN THE PUBLIC DOMAIN

How should we deal with works created by autonomous AI systems in the absence of any human contributions? In this Section, I argue that a more socially beneficial solution is to place works created by autonomous AI in the public domain, without copyright or sui generis rights protection.

1. Autonomous AI Technologies

Autonomous AI can now be “produced independently and without direct human influence” through the process of machine learning. While human involvement is necessary at the programming stage, “[d]uring the subsequent teaching and training phase . . . an ‘evolution’ occurs”, leading to changes in data optimization and algorithm architecture. Autonomous processes in AI systems are enabled by the integration of four fundamental capabilities: (1) sense (observe and orient); (2) decide; (3) act; and (4) communicate. An autonomous

261. Dornis, supra note 89, at 44 (arguing that the related “rights regime covers a wide range of subject matter that need not overcome the threshold of a ‘personal intellectual creation,’ namely phonograms and sound recordings, first fixations of films and broadcasts, and certain databases” (footnote omitted)).
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263. Id. at 7–8. AI technologies provide the underlying capability for autonomous systems. While autonomy is enabled by AI, not all uses of AI are autonomous. For example, many AI capabilities are used to augment human decision-making, rather than replace it. See id.
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AI system “must be able to independently sense and select among different courses of action” and then make decisions and “accomplish goals based on its knowledge and understanding.” whereas automation cannot accommodate ambiguity or adjust to uncertainties, autonomy includes a decision-making component that leverages computational intelligence and learning algorithms to adapt to unanticipated and changing situations. The convergence of technological breakthroughs in AI and computing hardware, combined with the unprecedented availability of labelled data, has enabled real-time or near real-time analysis and decision-making by autonomous AI systems.

An AI system used to generate paintings provides a good example of how distant this human connection to the creative process can already be. This AI system works using two neural networks. The first is a generator into which the programmer feeds paintings, enabling the system to formulate rules to generate its own works. The second is a discriminator which looks at both the original and generated paintings to determine which are real. The process operates like a game, with the generator continually attempting to produce paintings the discriminator will be tricked into believing are real.

2. The Case for the Public Domain

Although technology is advancing, there are currently no fully autonomous AI systems, since the existing AI systems still lack the ability to plan and take initiative. However, as we edge closer to truly autonomous creation, a discussion of reform is necessary. Without action, such works will fall into the public domain, and there are multiple perspectives on whether this would best serve the public interest. Some commentators suggest that it is more appropriate to consider autonomous AI a tool that is used to create inventions conceived by humans. These commentators would, therefore, not oppose listing a human as a copyright owner of an AI-generated work. This view is underpinned by the belief that AI has not reached the level of artificial general intelligence because AI systems are incapable of independent thought and creation. However, others have suggested that even if AI systems achieve
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artificial general intelligence, identifying these systems as copyright owners would be pointless because the grant of copyrights provides no incentive to an automated system to create inventions and works.\textsuperscript{275}

I argue that works generated by autonomous AI systems should be placed in the public domain without any international IP protection. An unofficial Twitter poll run by Creative Commons revealed that most respondents (68.6 percent) already believe AI creations belong to the public domain.\textsuperscript{276} Although the survey did not require respondents to share their thoughts on this issue, in my opinion there are three major factors supporting this position. First, drawing on the lessons from the recent AI rulings, autonomous AI systems should not be recognized as owners of IP rights because they lack human agency. The recent AI rulings confirm unequivocally that only natural persons can be rights owners. The USPTO rejected patent applications naming the allegedly autonomous AI system DABUS as inventor on the grounds that an AI system cannot be an inventor on a patent.\textsuperscript{277} Both the EPO and the UK High Court made the same decisions on the DABUS patent applications.\textsuperscript{278} Although the Chinese courts ruled that the AI-generated creations concerned were copyrightable, they decided that copyrights in these creations should be vested in natural persons instead of the relevant AI systems.\textsuperscript{279}

Second, the recent AI rulings’ denial of human agency to AI also indicates that autonomous AI systems do not need IP protection to sustain their creation of works, inventions, trademarks, and industrial designs. The ultimate question is whether the public domain approach would promote the greatest proliferation of intelligent creations, or whether the incentive of protection is necessary to ensure their continued production. It is obvious that autonomous AI systems do not require the incentivization provided by IP protection.\textsuperscript{280} Copyright, to a certain extent, incentivizes humans to create and disseminate works. However, autonomous AI systems would not need such incentives in the absence of human involvement. Furthermore, should AI authorship be allowed, programmers would be further incentivized to develop such systems, resulting in an upsurge of AI creations and a saturation
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of creative works in the market. This could have limiting effects on the freedom of human creation, as it might become harder to meet the requisite standard of originality. The new AI creations would also be at greater risk of infringing existing works. Therefore, the granting of IP rights to autonomous AI systems would inevitably result in a greater proliferation of such works, with the same potential for damaging effects on human creators.

Third, placing creations generated by autonomous AI systems in the public domain would promote the public interest. Making such AI creations freely accessible maximizes supply and guarantees minimum prices for users of AI creations. With open access, materials can enrich public knowledge and drive innovation and creativity without relying on IP protection.

V. CONCLUSION

AI technologies can produce novel breakthroughs that improve the quality of human life and will usher in the Fourth Industrial Revolution. However, concerns about the potential adverse effects of AI are mounting. Against this backdrop, IP protection in the era of AI must be shaped in ways that are beneficial to humanity. The recent AI rulings, as this Article has discussed, strive to ensure equal access to AI-generated creations through existing IP standards such as inventorship and authorship. The rulings warn against an overly broad application of IP standards that would recognize AI systems as copyright owners, but open the door to allowing AI developers to possess proprietary control of AI works.

Drawing on the recent AI rulings, this Article has proposed a two-tiered legal mechanism to protect AI-generated creations internationally. This future-looking proposal gives the necessary credit to human creativity in developing AI systems that can generate works beneficial to humanity. Meanwhile, it places the creations of autonomous AI systems in the public domain, thereby minimizing the negative effects of AI on the growth and enjoyment of public knowledge for all.
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