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ABSTRACT: For better or for worse, social media is prevalent in our technological internet-connected world. While social media users consume the services the platforms offer, the platforms in turn consume and share personal information of the user. Based on the current model, social media platforms have been scrutinized over their invasion of user privacy, particularly over what information they gather from the user and how they share that information with third parties. In a way, users have agreed to this treatment of their data, but there is arguably a line to draw. Unfortunately for users, the legal protections and remedies are unfulfilling. This piece raises the issue on how users can continue to participate in social functions online while maintaining their privacy. Self-sovereign identity—the theoretical model of providing a person with autonomous control over their information—coupled with blockchain or a distributed ledger, a technical solution with mechanisms to control how information is permissively shared, provides an opportunity to strike that balance. This solution provides users with more control over their information and may simplify legal analysis in future privacy violations. In addition, the technical solution provides tangential benefits to enhance security for the data, increase transparency over how information is shared, and ease identification of breaches.
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I. INTRODUCTION

"[T]his is a major trust issue," claimed Mark Zuckerberg in an interview following the exposure of Facebook’s entanglement with Cambridge Analytica’s use of information from Facebook users.1 Earlier, the news broke that Facebook allowed Cambridge Analytica to access Facebook users’ information without their knowledge or express consent.2 Several days after Zuckerberg’s interview, the initial projection of exposed user information increased from

---

50 million to 87 million users. In April 2018, at subsequent congressional hearings, Congress hinted at regulating Facebook and companies with similar business models, but to date Congress has not acted.

Social media platforms have grown at alarming rates and users readily sign up by providing personal information in exchange for full access. Current business models for social media platforms almost categorically require users to provide information knowingly (for example, when they create an account) or unknowingly (such as, information derived from their browsing history), which allows a platform to develop a thorough understanding of any user. Behind the curtain, however, social media companies share data and analytics about that information with third parties and users have little to no control over these exchanges. When these platforms engage in data sharing agreements with third parties, user information is increasingly exposed to potential loss or misuse, and the monetary penalties do little to deter or remedy this situation. Legislation has a noticeable gap failing to hold the platform companies accountable for their management in data privacy, and calls to arms by legislators typically come after an identified breach yet quickly lose momentum.

Those who wish to rely on existing privacy rights need to navigate a spectrum of legal protection, which is also scattered and fragmented. In theory, self-sovereign identity—an alternate technical model—has shown promise in a variety of online transactions and has potential to be used in social media.

This Note discusses the prevalence of social media while highlighting the data transaction between the user and platform and how to mitigate issues accompanying that transaction. Part II of this Note lays the foundation for social media, including how social media is defined and how users interact with social media platforms, in order to understand the data transaction in depth. Part III discusses the current issues with protections, or lack thereof, of user information on social media platforms. Part IV proposes implementing a self-sovereign identity approach where users inherently will have more control over their information and how it is used. This Note argues


4. See id.


6. See infra Section II.A.

7. See infra Section III.A.

8. See infra Section II.B.

9. See infra Section III.B.

10. See infra Section III.C.

11. See infra Section II.C.

12. See infra Part IV.
that the self-sovereign identity solution can mitigate users’ legal privacy concerns because they are more cognizant of what information is shared. In addition, the solution provides auxiliary benefits, such as balancing the bargaining power between social media platforms and users; streamlining legal analysis in the context of consent and reasonable expectations of privacy in social media transactions; and clearly identifying examples of companies misusing data because of the nature of the technical implementation.

II. THE TYPICAL SOCIAL MEDIA TRANSACTION AND THE DATA IMPLICATIONS

Like . . . retweet . . . upvote . . . skip ad. These actions likely sound familiar because of the popularity of the software application or website with which they are affiliated—Facebook, Twitter, Reddit, and YouTube, respectively—and the prevalence of these social media platforms in our lives. For instance, Facebook records approximately 2.6 billion active monthly users and Instagram, which is owned by Facebook, has slightly over 1 billion active monthly users. These platforms have grown their user base tremendously and are seemingly interwoven into daily routines. But, while these applications have their benefits, they also have hidden costs. Section II.A defines social media, provides a high-level explanation for its appeal, details how to create a social media presence, and explains the consequence of creating a profile. Section II.B elaborates on how social media platforms conduct business with other companies. Section II.C provides an overview on the current privacy protections available to consumers using social media, and Section II.D introduces an emerging technical solution that may alter the current model of consumer identity.

A. SOCIAL MEDIA: DEFINITION, SIGNING UP, AND DATA DISCLOSURE

While the term “social media” is readily recognizable and quickly associated with applications such as Instagram and Facebook, it is imperative to provide a definition instead of referencing an example to suffice for explanation. In other words, simply naming a social media application does not fully explain what social media is. First, this Section defines social media. Second, this Section addresses why social media attracts a large user

15. See Tankovska, supra note 13.
population, and then concludes with an overview of the basic process for creating an account. These discussions create a comprehensive view on social media.

The definition of social media varies depending on the source, but each definition provides a foundation to develop a workable definition from common characteristics. In synthesizing these definitions, social media means an electronic platform connected to the internet that enables users to create and maintain an online profile, consume services to connect socially with other users, and create and share content.\(^\text{17}\) This definition includes users’ access to the platform from mobile devices or personal computers, and the term “content” encompasses the information users consume, create, and convey. In effect, this definition should include the typical social media platforms, such as Facebook and YouTube, but also blogs like Tumblr, posting reviews about businesses or locations such as Yelp, and collaborating or promoting personal endeavors online, such as LinkedIn.\(^\text{18}\)

Social media users report a multitude of reasons why they use the platforms.\(^\text{19}\) These reasons include staying in touch with family members and current friends, reconnecting with long-lost friends, connecting with other users who share similar interests, following public figures, and shopping.\(^\text{20}\) Apart from these seemingly practical reasons, there are deeper, physiological or psychological reasons why users are seemingly glued to their screens.\(^\text{21}\) One explanation is that social media is where users “communicate or use media to

\(^{\text{17}}\) See Social Media, MERRIAM-WEBSTER, https://www.merriam-webster.com/dictionary/social%20media [https://perma.cc/QU76XF8K] [A form[] of electronic communication . . . through which users create online communities to share information, ideas, personal messages, and other content . . . ].

\(^{\text{18}}\) Kristen L. Mix, Discovery of Social Media, 5 FEIN CTS. L. REV. 119, 120 (2011); James Grimmelmenn, Saving Facebook, 94 IOWA L. REV. 1137, 1142 (2009) (defining social media to emulate virtually a social network and incorporate sociology to encompass a user's desire to interact with people); Evan E. North, Note, Facebook Isn’t Your Space Anymore: Discovery of Social Networking Websites, 58 U. KAN. L. REV. 1279, 1284 (2010) (highlighting “three primary activities[: . . . (1)] users create a unique online identity[; (2)] establish relationships with other users[; and (3)] join various communities of users who share connections”); Obar & Wildman, supra note 16, at 743–50 (providing common characteristics to outline what social media is).

\(^{\text{19}}\) See supra note 17, at 120. Grimmelmann, supra note 17, at 1142–44.


\(^{\text{21}}\) Id.
gratify needs or wants." Another related explanation is addiction. Users are addicted to the quick, short-term pleasure they experience when they log in to their profile and see activity on their account, or when they receive a notification on a device from a social media platform. The brain associates notifications on our mobile devices from social media platforms with anticipating or experiencing a reward, resulting in “the potential . . . [for] a positive social stimulus and dopamine influx.” In fact, social media companies arguably exploit these behaviors to nurture a user’s addiction and stay connected. Lastly, social media companies aspire to grow their user base and develop marketing schemes. People are social beings who crave social contact, so these platforms provide a virtually unlimited source to fulfill that craving. Ultimately, the explanation for why social media platforms are appealing and have such a vast number of users is likely best understood in the murky middle: practical use, psychological and physiological, marketing, and social contact. However, while social media is easily accessible, users intentionally and unintentionally compromise appeal by disclosing information.

To fully participate in and consume a platform’s services, a user must create a profile, otherwise the user can interact at a superficial level and only view publicly posted content, perhaps for a limited time. For example, a

22. See Zizi Papacharissi & Alan M. Rubin, Predictors of Internet Use, 44 J. BROAD. & ELEC. MEDIA 175, 176 (2000); Whiting & Williams, supra note 21 (reporting on the various types of uses, including social interaction, passing the time, entertainment, relaxation, a forum to express an opinion, or a tool to communicate).

23. See Trevor Haynes, Dopamine, Smartphones & You: A Battle for Your Time, HARV. UNIV.: SCL IN THE NEWS (May 1, 2018), http://sitn.hms.harvard.edu/flash/2018/dopamine-smartphones-battle-time [https://perma.cc/9JN2-YYM]. Dopamine, a chemical produced by the brain, is known to be released when people exercise or eat delicious food. Id. It is a chemical that is released when the brain predicts pleasure. Ananya Mandal, Dopamine Functions, NEWSMED.LIFE SCI. (Apr. 9, 2019), https://www.newsmedical.net/health/Dopamine-Functions.aspx [https://perma.cc/SY6G-WXNN].

24. Haynes, supra note 23.

25. Id.


27. See THE SOCIAL DILEMMA (Exposure Labs, Argent Pictures, & The Space Program 2020) (showing a former Facebook executive in charge of user growth conducting a seminar and discussing the growth model to encourage existing users to invite friends to create a profile).

28. See id. (discussing how people are “social beings” and the platforms enable users to connect with other people and enjoy social interaction).

29. See, e.g., President Joe Biden, FACEBOOK [https://www.facebook.com/POTUS [https://perma.cc/SF2P-P76J]], (clicking on “like” or “share” is disabled until a person logs in).

person browsing Instagram without an account is not able to click and expand a photo or watch a video. After a short period of browsing, the platform displays a window that states “Log in to continue,” which indicates the user cannot view any more content unless the person has an account. Companies use these techniques to nudge people towards creating an account, and users are motivated so they can consume the content.

While creating a profile, a user has to divulge several pieces of personal information and must accept the platform’s terms of service. During the typical sign-up process, a user will provide information such as name, email address, birthdate, cell phone number, zip code, and sometimes gender. Alternatively, some platforms allow users to create a profile by linking an existing profile from a different platform. For instance, Reddit allows potential members to sign up by “continuing with Google” or “continuing with Apple.” In effect, the user in that situation is sharing data with one platform stored in another. Reddit can request various types of access and seek basic profile information, which may include name, email address, and perhaps a profile picture, or a copy of information from the original account, such as photos or contacts (i.e., other users to whom the user is connected).

When users create their accounts, they provide personal information, which has a few different definitions. Federally, Personally Identifiable Information (PII) – such as a Social Security Number – is considered sensitive. However, a user’s IP address can be considered PII when it can be linked to a user's identity. Additionally, personal information can be broadly defined as any information that can be used to identify a person, including contact information, location data, and browser activity.需要注意的是，有些平台还可能要求用户提供一些额外的个人数据，例如银行账号、信用卡信息或其他敏感个人信息。

[hereinafter Twitter Privacy Policy] (providing under the “Basic Account Information” section that consumers do not need to create an account to view public Twitter profiles or watch a video but need to create an account to submit a “tweet”).


32. See id.

33. See supra notes 19–26 and accompanying text (providing reasons why a user is first attracted to social media and why a user continues to use a platform).


35. See, e.g., YELP, supra note 34 (creating a profile is streamlined when a user wants to sign up and log in to an existing account).


38. Id.
Information ("PII") is defined as "information . . . used to distinguish or trace an individual’s identity, either alone or when combined with other personal or identifying information that is linked or linkable to a specific individual." PII can also refer to different combinations of data elements depending on the context. PII may mean a name or a social security number, a driver’s license number, or biometric data standing alone or combined with another data element like an address. Notably, there are varying degrees of PII, such as public or non-public PII, but information may not be considered PII until it is combined with some form that is publicly available PII. To the user, these definitions may not matter; however, defining and classifying information may implicate an institution’s legal obligations.

Before the user completes the sign-up process, the user must also agree to the terms of service and "acknowledge" the privacy policy. These terms and policies outline the definitions of the agreement, how the platform should be used, how content will be governed, and how to handle arbitration and dispute resolution. After a profile is created, not only can a user consume the full array of platform services, but a user can also manage his or her online identity. For example, a user on Facebook can include religious or political beliefs; Twitter users can add a short biography describing their background or affiliations.

When a user consents to a platform’s privacy policy, the user consents to the platform gathering more information beyond the typical user’s awareness. At a high level, this information is labeled as "metadata." Metadata is simply

40. COLO. REV. STAT. ANN. § 6-1-713 (West 2018) (being defined in Colorado’s Consumer and Commercial Affairs).
42. See 2 C.F.R. § 200.79 (outlining the category of public PII and how non-PII can become PII).
43. See 15 U.S.C.A. § 6801(a) (West 2020) (imposing obligations on "each financial institution . . . to protect the security and confidentiality of . . . nonpublic personal information" (emphasis added)).
44. See Create a New Account, FACEBOOK, https://www.facebook.com/r.php?locale=en_US [https://perma.cc/9MSqBZUY] (clicking “Sign Up” binds the user to accepting the terms, data policy, and cookie policy); YELP, supra note 34 (establishing a profile requires the user to agree to the terms of service and “acknowledge” the platform’s privacy policy).
data about data.\textsuperscript{49} On social media platforms, metadata provides companies with the “how, when, and where” of a user’s online activity.\textsuperscript{50} Companies collect information about the user and what the user indirectly provides, such as what pages the user visits while on the platform, the messages a user sends, and information about other users with whom a user connects.\textsuperscript{51} However, companies may also collect device information, such as the battery level of the device connected to the platform or what web browser is used, and even information from third parties, such as a user’s activities while off the platform, like user shopping habits.\textsuperscript{52} All of this data is then stored with the social media company. Altogether, the social benefits of joining a platform come at a price—creating a profile seems free, and all that is required is providing basic information and agreeing to the platform’s terms and services. But in reality, these companies quickly have access to much more.

\textbf{B. DATA CONSUMPTION PLATFORM ENHANCEMENTS AND DATA SHARING AGREEMENTS IN THE COURSE OF BUSINESS}

As a platform’s user base grows, so too does the amount of data the platform processes.\textsuperscript{53} This increase in data is purportedly important for the platform. This has led to two notable instances of data consumption: analyzing data to improve platform functionality\textsuperscript{54} and targeted marketing.\textsuperscript{55} In pursuit of this, platforms collaborate with third parties.

Just as platforms routinely update their software to fix bugs in the code or introduce new features,\textsuperscript{56} platforms consume a user’s information to tailor the user experience in real time and improve the platform’s functionality.\textsuperscript{57} Because there is so much content on a single platform, the companies devise methods to feed users with relevant information “and weed[] out content

\begin{footnotesize}
\begin{enumerate}
\item Metadata, \url{https://www.merriamwebster.com/dictionary/metadata} [https://perma.cc/RF3F-z2SS].
\item Greene, supra note 48, at 107.
\item Data Policy, Facebook [Jan. 14, 2021], \url{https://www.facebook.com/privacy/explanation} [https://perma.cc/g9C6-ZFS6] [hereinafter Data Policy, Facebook].
\item Id.
\item See, e.g., Mazdak Hashemi, \textit{The Infrastructure Behind Twitter: Scale, Twitter Infrastructure} (Jan. 19, 2017), \url{https://blog.twitter.com/engineering/en_us/topics/infrastructure/2017/the-infrastructure-behind-twitter-scale.html} [https://perma.cc/qKSL-YUJ6] (“[Twitter] data centers are now 400% larger than the original design.”).
\item See, e.g., Data Policy, Facebook, supra note 51 (analyzing data to “provide, personalize and improve [its] [p]roducts”).
\item See, e.g., Reddit, Apple Store, \url{https://apps.apple.com/us/app/reddit/id1064216848} [https://perma.cc/UN4U-IPXZ] (listing updates which occur almost every one to three weeks).
\item See Data Policy, Facebook, supra note 51.
\end{enumerate}
\end{footnotesize}
that’s deemed irrelevant or low-quality. 58 Platforms employ algorithms to detect what appeals to a particular user and promote suggestions so the user can find more content while browsing the platform. 59 Additionally, platforms can use technical information about a user’s experience scaled by the vast number of users in order to improve the platform’s overall functionality. 60 For instance, platforms use this information to protect against fraud and security risks, and improve the platform’s performance. 61

The abundancy and potential use of social media data has developed a market between social media companies and third parties where the social media company sells the data in exchange for a variety of services such as data analysis or to “consolidate posts . . . in a single app.” 62 These third parties, or data brokers, are in the market for personal online information 63 and will “collect, manipulate, and share consumers’ information.” 64 Examples of such data brokers are companies like Axiom, BeenVerified, and Spokeo. 65 These companies have the software and infrastructure to analyze large quantities of data allowing them to “develop[] [for instance] predictions of a consumer’s interest by looking at purchase history and consumers with similar data sets.” 66 Essentially, the data collected on social media platforms have perceptually become a commodity. 67

Tracing this flow of data, users provide PII and metadata to a platform, and the social media company gathers and stores that information. Data brokers, on the other hand, may gather information from these social media companies or from a combination of public and private sources. 68 These two
entities arrange for data sharing agreements between each other to trade data and data analysis that the other party maintains in exchange for some form of compensation.\textsuperscript{69} By providing these third parties with data, the third parties can conduct market analysis, population research, and market products more directly and efficiently.\textsuperscript{70}

One important mechanism that allows social media platforms to engage in these business practices is the terms agreement and privacy policy to which users consent when signing up. For instance, when a user creates a Twitter profile, the user consents to Twitter’s Privacy Policy.\textsuperscript{71} In Section 3.2 of the Privacy Policy, Twitter provides how it may share personal data with third parties to assist the platform to function efficiently.\textsuperscript{72} Twitter shares this information with Google Analytics, for example, to “help . . . understand the use of [its] services,” meaning Twitter shares information to discern how users use its platform and tweak services to change the experience.\textsuperscript{73} At the same time, Twitter “share[s] or disclose[s] non-personal data, such as . . . demographics . . . [or] inferred interests,” but does not mention specifically with whom.\textsuperscript{74} Social media platforms intake a wide variety of user data, which it can then commodify and share, in the name of facilitating social connectedness.

C. THE LEGAL LANDSCAPE OF PRIVACY IN THE DATA SPACE

Social media engages users in a public forum and, together with creating a profile, requires them to compromise some level of privacy. A user who wants to assert a privacy protection claim over PII consumed by social media platforms would have a difficult time citing to a particular law on point.\textsuperscript{75} In all likelihood, the user has to navigate a variety of sources to develop an argument because privacy protection currently comes in several different forms and is not provided under a comprehensive framework.\textsuperscript{76} Instead,

\begin{itemize}
  \item \textsuperscript{69} See Lee, supra note 62 (discussing the agreements Facebook made with other companies to integrate applications and personalize the experience while on the platform by accessing Facebook users’ data).
  \item \textsuperscript{70} Wagner & Shah, supra note 55.
  \item \textsuperscript{71} See Twitter Privacy Policy, supra note 50.
  \item \textsuperscript{72} Id.
  \item \textsuperscript{73} Id. (outlining in Section 3.2 how Twitter engages with “Service Providers”).
  \item \textsuperscript{74} Id. (outlining in Section 3.5 the different types of information Twitter shares).
  \item \textsuperscript{75} See Angeliique Carson, Data Privacy Laws: What You Need to Know in 2021, OSANO (July 20, 2021), https://www.osano.com/articles/data-privacy-laws [https://perma.cc/QP9g/ZH8S] (“There is no one comprehensive federal law that governs data privacy in the United States. There’s a complex patchwork of sectorspecific and mediumspecific laws, including laws and regulations that address telecommunications, health information, credit information, financial institutions, and marketing.”).
\end{itemize}
existing privacy rights are rather piecemeal, dispersed throughout the Constitution, federal and state statutes, and case law. The law also does not specifically address user’s information shared with a platform; any current support a user may find is promoted in doctrinal theory.²⁷ However, other doctrinal areas of law may imply an extension of privacy law to this online data. But these arguments may strain to gain traction because asserting a right to privacy in general is difficult due to the disagreement or lack of consensus on a definition of privacy.²⁸ This Section will introduce the history of privacy law, and then discuss various doctrinal law to piece together the important legal theories for social media data and the privacy theory this Note promotes for the proposed solution.

1. Current Piecemeal Right to Privacy

The law in the area of privacy started with the Constitution and has been interpreted in particular contexts as well. The constitutional right to privacy was not immediately recognized, but the right has developed, albeit to limited scenarios, through implicit readings of particular amendments. Before the Supreme Court recognized a right to privacy, Justice Brandeis advocated for a right of privacy and a “right to be let alone” in a law review article in 1890.²⁹ He argued that the law developed in response to societal developments and that a right to privacy would naturally grow from “inventions and business methods.”³⁰ In 1965, the Supreme Court in Griswold recognized that the Constitution implies, rather than expresses, a right to privacy from a combination of amendments.³¹ The Constitution creates a “zone[] of privacy”³² based on the “penumbras”³³ of protections provided in the First, Third, Fourth, Fifth, and Ninth Amendments.³⁴ For example, the Fourth and Fifth Amendments protect against intrusions into an individual’s home and private life, thus creating one facet of a right to privacy.³⁵ Justice Harlan’s concurrence in Griswold found a violation of privacy in the Fourteenth

---

²⁷. See Privacy, LEGAL INFO. INST., https://www.law.cornell.edu/wex/Privacy [https://perma.cc/KNZgF7FV] (discussing the instances where the Supreme Court has recognized the right of privacy; Right of Privacy: Access to Personal Information, LEGAL INFO. INST., https://www.law.cornell.edu/wex/personal_information [https://perma.cc/8C4L-SJ4Q] (discussing a variety of federal privacy rights).


³⁰. Id.


³². Id. at 484.

³³. Id.

³⁴. Id. at 481–86.

³⁵. See U.S. CONST. amend. IV; see also Griswold, 381 U.S. at 484–85.
Amendment claiming that the due process an individual is owed implicates a right to privacy.86

Furthermore, case law fills other gaps in legislation by carefully extending privacy rights to certain situations but also expressly defining where such rights do not apply. Numerous cases broaden the right of privacy in contexts where an individual is free to choose with whom to engage in sexual activity, an unmarried individual has the right to buy contraceptives,88 and an individual can access an abortion.89 Other cases have expanded on Justice Harlan’s view in Griswold that the Fourteenth Amendment protects a person’s privacy in criminal cases where a person manifests a desire to maintain privacy and society accepts that expectation as reasonable.90 Courts have also found individuals have a right to privacy in their emails and in cell-site location produced by a cell phone because the aggregated data could reveal intimate details of someone’s life.92 However, in the context of the Fourth Amendment searches and seizures, courts have outrightly limited the right to privacy and stated that, under the third-party doctrine, an individual does not have a “legitimate expectation of privacy in information he voluntarily turns over to third parties,”94 nor does an individual have a right to financial records.95 While privacy as a right has been recognized and seems to exist at large, in the area of social media the law has been silent.

Shifting towards privacy rights specifically related to technology, both federal and state laws have worked to respond to technological advances. Under their respective schemes, the laws aspire to protect individuals from

86. See Griswold, 381 U.S. at 499-502 (Harlan, J., concurring).
87. See generally Lawrence v. Texas, 539 U.S. 558 (2003) (extending the right of privacy to individuals who wish to engage in same sex sexual conduct).
88. See generally Eisenstadt v. Baird, 405 U.S. 438 (1972) (extending the right of privacy to unmarried individuals who wish to buy contraceptives).
89. See generally Roe v. Wade, 410 U.S. 113 (1973) (extending the right of privacy in the Fourteenth Amendment to provide sanctity for a woman to decide whether to have an abortion).
92. See United States v. Warshak, 631 F.3d 266, 284–88 (2010) (finding that users of electronic email manifest an expectation of privacy and that the reasonableness of that expectation involves paramount Fourth Amendment considerations, which must keep with the pace of the technology, equating email to regular mail and granting it similar protective privacy rights).
93. See generally Carpenter v. United States, 138 S. Ct. 2206 (2018) (holding that an individual has a right to privacy under the Fourth Amendment in recording physical movements tracked through cell site location).
94. Id. at 2211k; see Smith, 442 U.S. at 743–44.
95. See generally Zietzke v. United States, 426 F. Supp. 3d 758 (W.D. Wash. 2019) (holding that an individual lacks privacy in bank records as they are produced in the course of business and the information is shared by the individual and used for financial analysis).
fraud or abuse of data and enable individuals to control their information.\textsuperscript{96} At the federal level, the Federal Trade Commission ("FTC") is tasked with preventing "unfair methods of competition in or affecting commerce, and unfair or deceptive acts or practices in or affecting commerce."\textsuperscript{97} The FTC may, under a variety of acts, execute its responsibilities and bring charges against companies for violating privacy policies or practices.\textsuperscript{98} Other federal laws provide protection in specific contexts. The Children’s Online Privacy Protection Act ("COPPA") of 1998, for example, provides parents with the tools needed to control information collected about their children when accessing websites.\textsuperscript{99} Website operators are required to obtain parental consent prior to collecting a child’s information and provide an opt-out option to prevent future collection.\textsuperscript{100}

Notwithstanding federal protections, states supply their own legislation to fill the gaps of the federal legislations. For instance, in the context of health data, the Health Insurance Portability and Accountability Act ("HIPAA") of 1996 protects health information collected by healthcare providers.\textsuperscript{101} But HIPAA does not extend to companies like Fitbit that collect health information but are considered more commercial and recreational entities.\textsuperscript{102} In Illinois, the Biometric Information Privacy Act ("BIPA") of 2008 was enacted in response to the increasing use of biometrics "in the business and security screening sectors."\textsuperscript{103} BIPA requires entities collecting biometric information to obtain consent before collecting biometric information; otherwise, the entity could face up to $5,000 per violation.\textsuperscript{104} California also enacted the California Consumer Protection Act ("CCPA") of 2018 requiring for-profit businesses in California or businesses collecting information about a California consumer to provide consumers with "the right to be forgotten (deletion of information), the right to opt-out of the sale of their personal


\textsuperscript{100} See 15 U.S.C. § 6504.


\textsuperscript{102} See 45 C.F.R. § 160.103 (2014) (defining “[c]overed entity” to include a “health plan ... health care clearinghouse ... [or a] health care provider who transmits any health information in electronic form in connection with a transaction covered by this subchapter.”).

\textsuperscript{103} Biometric Information Privacy Act, 740 ILL. COMP. STAT. ANN., 14/5(a) (West 2020).

\textsuperscript{104} Id. at 14/15, 14/20.
information, and the right to know what information a business collects about them."

2. Various Doctrinal Arguments for Privacy Protection

Although the preceding discussion establishes there is no established right to privacy over information shared on a social media platform, legal scholars argue that existing doctrines provide an argument or opportunity that an individual’s information should be treated with privacy. The areas of property law, tort, or economics can lend support to data privacy protections. Ultimately this area of the law remains complicated because of definitional disagreement on what privacy even means.

One doctrinal argument is that privacy of information should be treated with similar protection as property, where property law entitles the individual to be the owner of the information. The individual "could forbid [companies from] extracting information ... without their consent," and giving this type of control would allow the individual to negotiate with companies for a certain price for their data and eliminate the concern for sharing the data with other entities. For instance, a user signing up for Facebook could transfer property rights over name, birthdate, and email address. Before the transfer, the user can bargain for compensation from the PII and potentially include a premium for the information the user will create such as the metadata.

Another doctrinal argument is that tort law can expand to protect an individual’s privacy. Currently, the Restatement (Second) of Torts identifies that “[o]ne who invades the right of privacy of another is subject to liability for the resulting harm to the interests of other.” This may come in the form of intrusion, appropriation of another’s identity, unreasonable publicity to someone’s life or placing aspects of that life in a negative light. Indeed, the tort of invasion of privacy encompasses information publicly disclosed. However, the tort does not necessarily cover information the user shares directly with the platform because the platform consumes the information and may share it with a third party, all without public disclosure. And in a
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typical case concerning privacy issues and information published online, the courts focus particularly on the public disclosure of private facts. For a user successfully to state her privacy was invaded because private facts were publicly disclosed, she must show there were: (1) private facts; (2) those facts were made public; and (3) the subject of the facts "would be highly offensive to a reasonable person" if made public. It follows that social media users would have an especially difficult time asserting privacy over information they shared while on a given platform, like photos users publish. Additionally, one scholar suggests that tort law presents the foundation to recover from "the unwanted widespread broadcast of one's image or video recording on social media platforms." This injury creates "its own tort—one that can unify the heterogeneous field of privacy lawsuits pertaining to social media accounts."

A third doctrinal approach is arguing for privacy as a public good, similar to "clean air or national defense." This argument advances the idea that the value of "privacy accrues to society" and treating information with heightened caution ultimately benefits and shapes society. In the context of information shared online, there is a balance to strike because information has both private and public attributes. People may want to share news with friends and family about a pregnancy but hesitate if the privacy protections are inadequate. The privacy discussion benefits from conceptualizing privacy as a joint effort instead of an "every-person-for-herself" approach. Collectively, these doctrinal arguments advocate for and explain how to protect an individual's privacy, and consequently his or her data, by drawing
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on “rules or principles with such a long history in the law.” As a result, these arguments strengthen an expectation for privacy.

Lastly, arguments for privacy protection might nonetheless be unproductive, as scholars and philosophers have not successfully defined “privacy.” There have been numerous attempts to define privacy, such as “the right to be let alone” or “claiming immunity from intrusion within a special ‘zone’ of action.” Every definition attempts to include situations or interests over which people would expect or appreciate privacy. However, every proposed definition falls short because they do not, for example, “fit” the data, or in other words, the definition is too narrow or too broad. This endeavor demonstrates that “the ideal of privacy is clearly one of the fundamental values of our culture.” Even though there is a consensual desire for privacy, an elusive definition may interfere with asserting an expectation of privacy over a certain situation because there may not be a guarantee privacy includes that situation. While there are many different definitions of “privacy,” this Note approaches privacy from the perspective of “information control,” or assessing the boundaries for an “individuals ... to determine for themselves when, how, and to what extent information about them is communicated to others.”

III. LACK OF USER PROTECTION STEMMING FROM THE SOCIAL MEDIA BUSINESS MODEL AND CURRENT LEGISLATION

While the benefits of social media—connecting with friends and family or “following” celebrities—have enticed users to join, the current business model gives the user no choice over the use of his or her data. The current business model has two weaknesses: one on the front end, in lack of negotiation and transparency with the user, and one on the back end, with data sharing with third parties. Though these weaknesses have been in the public spotlight and sparked concern, these companies have only made gradual changes. Additionally, no federal law exists to hold data privacy and
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security practices to a higher standard. Consequently, a user’s information is at risk of being shared beyond what the user would like, and, once the information is shared, it has a heightened risk of exposure. Summarily, a user lacks privacy protection over their information as a result of the disparate relationship between users and platforms on one hand, and inadequate legislative technical requirements and remedies on the other.

A. **Existing User Consent Model and Attempts to Rectify Model’s Issue**

The first weakness deeply ingrained in the current social media business model is the lack of negotiations between a user and platform and lack of transparency in what information the platform will use. In the course of creating a profile, the experience is undoubtedly uniform regardless of the platform: Users agree to provide a certain amount of information in exchange for access. Typically, a user checks a box next to the phrase “Terms of Service” indicating acceptance. The terms of service essentially lay out that a user asents to the platform’s terms by using the services, including “email notifications, applications, buttons . . . ads, [and] commerce services.” As a result, the user has entered into a binding contract with the platform and will use the services appropriately. These agreements are “described as an
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online adhesion contract” and are typically called “clickwraps” or “browsewraps” because of the “terms and conditions governing use of an Internet website … to which a party assents simply by using the website.” These agreements are not static; social media platforms will occasionally update or change their terms and provide advanced notice to the users when this occurs. If a user does not agree to the updated terms, the user can delete their profile and discontinue using the fullest extent of the services.

Given the binding nature of the terms, users sign away essential rights and protections while simultaneously providing PII in exchange for full access to the platform. While mentioned during the sign-up process, a user also accepts the terms articulated under the platform’s privacy policy, and, shrouded under paragraphs conditioning proper use, the platform’s dispute provisions. The privacy policy outlines what information a platform gathers about a given user: public information, such as time zone and language, personal information, and what type of device is being used to access the website. Along the same lines, the dispute resolution terms are consistent from platform to platform. The terms outline that, should disputes arise, the user agrees to resolve them exclusively in that state where they conduct their business, for example, in California. Other terms provide arbitration clauses that outline similar conditions. Courts have consistently upheld the validity of these clickwrap agreements under different circumstances, which binds users to the arbitration or dispute resolution clauses. In sharpening the teeth of these terms under the Federal Arbitration Act, courts will order parties to handle their grievances provided there is a provision in the contract
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requiring arbitration. Consequently, users are disadvantaged if they want to file a claim because of the company’s internal handling of the data or because the data was compromised and disclosed, intentionally or unintentionally, to a third party. The user might have to litigate in a foreign forum or not litigate at all and stomach the issue if the privacy policy addressed the situation. Altogether, this demonstrates that the user provides PHI and surrenders legal protection in exchange for using the platform.

Moreover, this weakness is exacerbated by the often lengthy terms of service and privacy policy and the potential indefinite retention of information. A recent study found that approximately one percent of social media users read the terms and conditions. When a court evaluates the binding effect of the clickwrap agreement, the court determines whether the user had notice of the terms. A court may find that the user had constructive notice of the terms and hold those terms as binding. Then, the user is bound to an enormous amount of terms all without reading or understanding them. Buried within these terms are clauses governing data retention. In some instances, a user may delete her account and try to remove any PHI and content she shared, but the platform may retain it for an indefinite amount of time. Notably, the platform’s privacy policy does not govern the data retention practices of third parties, so it is possible PHI may never be deleted.
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One solution consumer advocates promote for platforms to rectify this weakness has been to simplify the terms and agreements to “improve[] readability” and enhance communication and transparency for users. For instance, Twitter’s terms of service and privacy policy can span over 50 pages, so reducing the number of pages will hopefully motivate users to read everything. Other efforts shed light on the terms of service for a given platform, highlight the important terms, and rank how well the entire agreement conveys information to users. This nutshell version of agreements enhances the level of transparency but does not solve the problem of nudging people to read the terms and conditions. Ultimately, “consumer protection law is ... being swallowed by click-by-agree clauses.”

B. **Existing Data Sharing Agreements and Shrugging Off Public Pressure**

The second weakness is the extent to which a user’s information is shared with third parties. Data sharing is less apparent to users because they do not interact directly with third parties. Efforts to curb this practice or encourage more transparency in the transaction do not address the root cause and usually offer compensation instead of rectification. Because social media users do not pay the platforms in exchange for access, the platforms search for other ways to monetize their business, primarily through advertisements targeted towards consumers. As previously discussed, the user’s information becomes the commodity, which relates to the idea that “if something is free, you’re the product.”

---
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Data sharing agreements enable social media platforms and data brokers to share information amongst themselves and develop a holistic profile of a given user. Some data brokers have sophisticated analytical systems to investigate attributes of the world population and sell their analysis to companies to be used in marketing. In turn, social media companies provide in their terms and services to what extent they share information with third parties. Facebook and Google, for instance, state they do not sell information but may share it in some instances. For example, Facebook’s Data Policy states “[w]e don’t sell any of your information to anyone, and we never will.” At the same time, Facebook’s Data Policy also states that third parties with integrated products “can receive information about what [a user] post[s] or share[s].” On the other hand, Twitter’s policy states it will share information but does not outrightly prohibit selling information. For instance, Twitter’s policy provides that it shares information with “ad partners and affiliates.” However, the policy also provides that “[a]dvertising revenue allows us to support and improve our services.” In any case, the business relationship between platforms and third parties aims, among other things, to improve the advertisements a user receives and the platform’s services. Interestingly, the data sharing market even invades the public arena; public entities have been in the business of selling personal information “to private
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investigators and other third parties.” Social media companies are entitled to share this information because the users “agreed” to these terms.

Additionally, a consequence of sharing data to multiple sources is that the users’ information is at an increased risk of unauthorized access. When this information is in multiple locations and managed by different parties, a heightened risk that information may be accessed by an unprivileged party follows. Normally, a social media platform would be the primary target of hackers to access information, but “hackers look[] for the weakest link to gain access to corporate systems.” Since there is a “growing prevalence of third-party hacks,” third parties storing a user’s information pose an additional or heightened risk that the information may be stolen. The third party may not implement the same security measures as the social media platform, but users must nevertheless rely on a third party’s cybersecurity controls to keep the information safe. In effect, the third party becomes the “weak link” because of the possibility that the third party has less stringent security, which is a risk the user must inherently accept by virtue of the terms of service.

Perhaps unsurprisingly, these agreements have attracted the ire of the public. Most notably, Facebook received more than an earful in the Cambridge Analytica scandal. In that situation, from 2015 to 2016, Facebook provided Cambridge Analytica access to its platform to publish a quiz. Each user who took this quiz unknowingly permitted Cambridge Analytica to access their information as well as information “from their
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friends’ profiles.” Cambridge Analytica scavenged for information from more than 87 million Facebook users. In the public forum, congressional leaders were quick to condemn the actions of Facebook and Cambridge Analytica, and thousands of users deleted their profiles. These condemnations did little to deter Facebook. In spite of this scandal, a couple years later in 2018, a report revealed that Facebook continued to share data “with more than 150 partners” who could access a user’s name and read private messages all without consent.

C. ISSUES WITH ENFORCING STANDARDS

The third weakness is that federal and state legislation fails to allow users to hold social media platforms accountable for negligent data management and privacy practices, and private causes of action are few and far between. Consumers, all without a comprehensive federal regime, must rely on the FTC or state officials to bring an action. Legislation that appears to be on point for data management is usually limited in scope. In the off-chance that users can allege an injury, they face an uphill battle. Despite calls from the public and steps taken by congressional representatives to increase regulation or accountability, social media companies have almost unchecked authority to share information with third parties and can defend against actions alleging failure to protect information. This Section will first discuss litigation problems at the federal, then at the state level, and finally with common law causes of action.

At the federal level, courts typically bar private parties from litigating a social media platform’s negligent privacy practices but allow the FTC to proceed with such suits. Under the Federal Trade Commission Act (“FTC Act”), the FTC has authority to prosecute commercial entities engaged in
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“unfair or deceptive acts.” The FTC has brought actions against entities for substandard practices related to data security and privacy. For instance, the FTC successfully maintained an action against Wyndham Worldwide Corporation and other defendants for a “failure to maintain reasonable and appropriate data security for consumers’ sensitive personal information.” Additionally, the FTC has obtained substantial settlements up to $5 billion related to deceptive privacy practices, particularly for “deceiving users about their ability to control the privacy of their personal information.” In the Facebook Cambridge Analytica incident mentioned earlier, the FTC imposed a civil penalty on Facebook for $5 billion (the largest to date) for abusing consumer privacy, as part of a settlement agreement. However, that same year, Facebook recorded a fiscal year revenue of approximately $70.7 billion. These settlements, however, are limited in that they are merely a slap on the wrist. The fines are usually a drop in the bucket of the platform’s financial resources, and do not allow public officials to investigate deeper and uncover (and possibly fix) the root problems. Thus, if a company is alleged to be misusing information by engaging in deceptive practices, private parties must rely on the FTC’s discretion to bring an action against that company, which are often settlements. Settlement agreements may attempt to cool the public’s dissatisfaction, but this only goes so far.

At the state level, some legislation is similar to the federal scheme in allowing government officials to initiate legal action. In New York, the Stop Hacks and Improve Electronic Data Security Act (“SHIELD Act”) was enacted in early 2020 and included data security requirements, such as conducting risk assessments, testing software systems to identify and mitigate weaknesses, and use encryption. Notably, the SHIELD Act applies to any person or business that consumes personal information of a New York resident, not just a party who conducts business in New York. Despite these security
requirements and its broad reach, the SHIELD Act does not provide a private right of action, but rather leaves this decision within the discretion of the New York Attorney General.\textsuperscript{206} This mimics the federal scheme in that the FTC has the discretion to initiate prosecution under the FTC Act, so an individual consistently lacks a private right of action.\textsuperscript{207} In the end, the user may be at the mercy of government officials for enforcing data management standards through legal action.

Even when there are federal and state statutes that govern the handling of user information and may provide a cause of action against commercial entities, these statutes are typically limited in scope.\textsuperscript{208} For instance, the Gramm Leach Bliley Act ("GLBA") of 1999 forbids entities from "disclos[ing] nonpublic personal information" unless certain conditions are met.\textsuperscript{209} However, the GLBA applies to financial institutions; thus social media companies are not within its scope.\textsuperscript{210} To fill this void, legislation in some states covers information gathered by social media companies.\textsuperscript{211} For example, as previously mentioned in Section II.C, BIPA in Illinois protects biometric information collected by companies, which implicitly limits information to health data considered "biometric."\textsuperscript{212} The state statute that arguably provides the most protection is the CCPA, enacted in California.\textsuperscript{213} At the time of enactment, it was "the most comprehensive privacy legislation in the United States, with extensive new compliance requirements and liabilities."\textsuperscript{214} The CCPA "provide[s] privacy protections to individuals by granting them control and access to their . . . information" and a private right of action.\textsuperscript{215}

While statutes may not provide individuals a cause of action to recover from poor data security or privacy practices, initiating legal action based on common law, in negligence and breaches of the platform’s privacy policy, may fill some gaps. After a data breach or inadvertent disclosure of information occurs, companies must disclose that the incident took place and follow applicable state statutes to comply with methods and timing of notice and who
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to notify.\textsuperscript{216} However, failure to comply with a data breach statute does not necessarily import a duty to safeguard that information in the first place.\textsuperscript{217} As an alternative approach, plaintiffs may successfully bring a negligence or breach of implied contract claim against the company that was originally given that information.\textsuperscript{218} Courts have allowed plaintiffs, for example, to maintain a negligence action by showing that when a company violates Section 5 of the FTC Act that violation is negligence per se.\textsuperscript{219} Lastly, users may have recourse against social media companies for violating the platform’s privacy policy through litigation. It is possible for a user to support a finding that a social media company violates his or her privacy through a violation of the platform’s privacy policy, but the user must show that the company did not notify the user of a certain practice or that the company breached its own policy.\textsuperscript{220} Additionally, users may be able to show the platform violated privacy due to a mass sharing of information.\textsuperscript{221} Courts have declined to dismiss claims for breaching an implied contract where there was a relationship between the plaintiff user and the defendant platform and the defendant had a duty to protect the plaintiff’s information.\textsuperscript{222}

In an attempt to mitigate this issue, there are pending legislations racing to be the first comprehensive federal privacy act, but nothing has come close to enactment.\textsuperscript{223} In 2019, there were multiple efforts to propose a federal law that would, among other things, create an administrative unit under the FTC to enforce privacy laws, set reasonable data security standards, and provide individuals with the ability to access or delete their personal information.\textsuperscript{224} Unsurprisingly, passing a bill has been hindered by the debate over what the bill should contain, such as state law preemption and what industries to
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cover, and Congress’s attention constantly shifts its focus to more pressing issues, like addressing economic relief due to COVID-19. Even though there is a general consensus among politicians and lawmakers that there is a national policy interest to have national data security law, consumers cannot use this consensus as protection from the mishandling of their data.

Altogether, creating a social media profile implicates the bargaining power of social media companies over users who possess a desire to use social media. In attempts to promote harmony between the users and platforms, there have been minute changes in business practices and a lack of successful legislative initiatives. However, the totality of these circumstances fails to re-balance the dynamic between the platforms and users or give some control back to the user. To ignite progress towards a more equal relationship and address the lack of legislation, implementing a technical solution like self-sovereign identity (“SSI”) will enable a user to have more control over the data shared and to what extent, while simultaneously providing a legal solution to govern that data-sharing relationship and provide the user with causes of action.

IV. SELF-SOVEREIGN IDENTITY AND HOW TO BE SOCIAL PRIVATELY

Users currently have two options when it comes to using social media: (1) continue using the platform and subject themselves to potential privacy risks; or (2) delete the profile(s) but use the services to the extent the platform allows without a registered profile to avoid privacy violations. This Section outlines how, instead of the current “either or” situation, a technical solution can strike the balance between a platform’s consumption of information and the users’ desire to maintain privacy and control over that information. The theory of SSI combined with the structure of blockchain could enable a user to control what information is delivered to a platform and legally maintain that control. This solution prevents the platform from sharing information beyond what is permitted, thus balancing the relationship between a single user and an immense social media company. In effect, this solution provides tangential, but necessary, benefits: it increases a user’s awareness over what information a platform is sharing; enhances the consensual use of data and establishes a more clear-cut case for reasonable expectations of privacy; improves traceability so users may track how companies handle user data and thus easily identify when information was


227 See id.

228 See supra notes 29–33 and accompanying text.
inappropriately shared; and is inherently secure, possibly eliminating the need for future technical security laws.

A. SELF-SOVEREIGN IDENTITY AND HOW TO USE IT IN SOCIAL MEDIA

The SSI theory promotes the values of control and autonomy, and when used in a commercial setting, it enables the user to provide only the necessary amount of information required to complete a transaction. When applied to interactions with social media companies, the user can retain control over their identity. Companies, on the other hand, are not entirely shut out from accessing data the user approves. This brings some harmony to the relationship between the user and the platform.

As an alternative identity framework, SSI allows users to exercise more control over their information and shift data management back to the users compared to the current framework. Typically, social media users must create a separate profile for each platform to fully consume its services. In effect, this requires the user to duplicate efforts to enter personal information and potentially manage several identities. While the information may originate from the user, the profile can be perceived as owned by the platform. Additionally, that information is stored in the database of a given platform and could be shared further with business partners. As the number of locations of data are increased, the possibility of exposure is consequently

229. See, e.g., Tracy Molino, Practical Application of Distributed Ledger Technology: Self-Sovereign Identity on the Blockchain, JD SUPRA (Oct. 23, 2019), https://www.jdsupra.com/legalnews/practical-application-of-distributed-ledger-technology-on-the-blockchain-71041 [https://perma.cc/R79NZ87V] ("Individuals can choose to provide select data points about themselves under conditions that they set when there is a need for such information collection, without having to rely on a central repository to store this information. For example, [a person] may want a prospective employer to have access to information about [his or her] educational qualifications and previous work history, but not see that [he or she is] the president of . . . [a] fan club." (footnotes omitted)).


232. Google Terms of Service, GOOGLE, https://policies.google.com/terms?hl=en&gl=us#toc-problems [https://perma.cc/AZ7Z-QZXF] (hereinafter Google Terms) (explaining how Google can suspend an account from accessing the platform’s services implying a user does not have full ownership).
increased. In the end, the user creates and maintains an identity made up of their information and other content they share, for example, relationship status, hobbies, occupation, or education.\textsuperscript{234}

1. SSI—The Concept

SSI is an identity management approach that can reframe and redefine the existing identity management mechanisms.\textsuperscript{235} SSI is a concept which puts the user at the center of their identifying information with sole control and administration, effectively giving the user autonomy.\textsuperscript{236} The user has the authority to determine how and with whom the data is shared, potentially limiting the disclosure of data elements.\textsuperscript{237} These data elements can include PII as well as attributes, such as gender, university degree, or citizenship.\textsuperscript{238} To initiate this model, the user must have accurate and verifiable information.\textsuperscript{239} This presents the "trust triangle"\textsuperscript{240} or "trust model"\textsuperscript{241} where there is a "flow of information between parties involving digital identification."\textsuperscript{242} In this model, the user, known as the holder, manages the credentials and shares them with another party, known as the verifier, for a transaction.\textsuperscript{243} The verifier can confirm the information by connecting with or trusting a third party, known as the issuer.\textsuperscript{244} The holder, verifier and issuer make up the three corners of the "trust triangle." For instance, a police officer may request to see a person’s driver’s license. The police officer can process the license through a police database but knows the information has a high level of trust since it is a government-issued, verifiable credential.


\textsuperscript{235} See Molino, supra note 229 (describing how Sierra Leone is collaborating with a non-profit to experiment with distributed ledger technology and provide Sierra Leone citizens with a digital identity to access "affordable credit and financial services").

\textsuperscript{236} Allen, supra note 230.

\textsuperscript{237} Adrian Doerk, An Introduction to Self-Sovereign Identity, (SSI), SSI AMBASSADOR (Oct. 6, 2019), https://ssiambaassador.medium.com/an-introduction-to-self-sovereign-identity-86d46e846490 [https://perma.cc/8KJ1-CGJP] ("It gives individuals ... agency to control their identity information . . . .").
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\textsuperscript{239} Id. (explaining how a user with an identification card provided by a government entity has an identity and information elements which can be used by third parties to verify the person is who he or she claims to be).
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2. The Blockchain Method

One method of implementing SSI is through blockchain, which can help the user realize enhanced control and security over information. Blockchain, or a distributed ledger database, is a cryptographic implementation by a network of distributed digital ledgers relying on computers, or nodes, for maintenance and does not require complete trust between each node. Blockchain records each transaction, creating a block with a unique algorithmically generated value or key, and these blocks can trace to previous blocks, thereby creating the chain. One important aspect of blockchain is decentralization; in other words, the blocks are not stored or owned in one location. Depending on what type of blockchain is implemented, users may be able to see the full transaction history or the history may be limited to those users who are parties to the transaction. Additionally, blockchain adds a level of security because a chain records every transaction, making it tamper-resistant since changes would be evident. Lastly, the blockchain can be public or private. Where data in a chain is publicly available, similar to the internet, it is a public blockchain, whereas a private chain requires permission and data that is accessible only by authenticated users. Combining SSI with blockchain provides a new and attainable identity management system tool. In general, users have identifiers that convey a unique identity, such as a passport number or a Social Security number. With SSI, users have a single
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245. Sarah Manski, Distributed Ledger Technologies, Value Accounting, and the Self Sovereign Identity Frontiers in Blockchain [June 23, 2020], https://www.frontiersin.org/articles/10.3389/fblco.2020.00029/full (Blockchain is an emergent technology created to enable the transfer of value with increased transparency, efficiency, and security ... The self-sovereign infrastructure allows users to set boundaries regarding who has access to their data and maintain their privacy.).
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decentralized identifier assigned to them, “[a] globally unique persistent identifier.”

This value could be generated by the government and emulate a person’s Social Security Number. This would capture the idea of the “trust triangle,” because the user would have an assigned value from a trusted entity (like the government). Parties conducting business with the user can trust a person is behind the online account with this verifiable identity. But with blockchain, these globally unique identifiers can link to more particular identifiers, like a characteristic of the person, and the entire chain or distribution network forms a full identity. The user owns the unique values to each block and can elect to share the value with another party by providing access to that particular element.

Moreover, to complete a transaction, a user needs a private key and a public key. Public and private keys are . . . analogous to an email address and password, respectively. The public key acts as an address that the public can see, and, similar to an email, allows other users to find each other. “When someone decides to [enter into a transaction] . . . they must [sign in with] their private key.” Sending this private key helps to ensure the validity and security of the transaction. All the blocks in the chain work together to verify (or deny) the validity of the transaction, and upon validation, enter the transaction into the chain. To see how this works, consider a scenario. Someone purchasing alcohol only needs to provide an attribute to the vendor that she is of age instead of providing her driver’s


256. See Doerk, supra note 237 (outlining the trust triangle where financial institutions can trust a person’s identity provided by the government, like a driver’s license).

257. See id. (providing use cases to access alcoholic vending machines or scooter rentals).
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263. See COINTELEGRAPH, supra note 259.

264. See id. (describing how a user needs a digital signature in order to execute a transaction; once, the validity of the transaction is confirmed, the information is added to the chain).
license. Otherwise, by handing over a driver’s license, the vendor can read birthdate, address, weight, and height, all of which is more than necessary for the transaction. But based on the chain, this age can be verified by tracing it to the birthdate record. Then, users, vendors, and government entities would be able to add authenticated information and attributes to the chain thereby creating a full online-accessible identity. Because the user maintains ultimate control, the user is able to see if any party shares the key with someone since that transaction would be added to the chain.

Lastly, combining SSI with PII offers interoperability and portability, meaning the same data elements can be shared in various contexts. For example, a user can provide her age to purchase alcohol or to rent a car, regardless of whether the parties are on different operating systems. Notably, the solution might not need to be a fully developed blockchain; the implementation could emulate blockchain and only include a subset of components. Thus, the blockchain could be built to the extent necessary to conduct online transactions and limit what information can be added.

The use of blockchain has already been deployed by some nations and is being tested by states as a way to manage a person’s identity. For example, Estonia uses the distributed ledger system. In Estonia, each person “has a nationally-issued Estonia ID card for keeping track of public, financial, medical and emergency services.” In Illinois, there is a pilot project to test the effectiveness of a “self-sovereign” identity for Illinois citizens on a distributed ledger” and “store government-verified attributes, such as legal name, date of birth, sex, and blood type.”
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3. Blockchain Use for Social Media Platforms

Taking the solution further than how it is currently implemented, users can employ this model when signing up for a social media platform. Theoretically, the entire distributed ledger would make up the profile of the user with particular data elements dispersed throughout the ledger. When a user signs up and creates an online profile, the user could give the platform access to particular data elements a la carte.275 This way, the user can pick which data elements the user wants to share, give the social media platform the keys, or hash values, to those particular data elements, and the platform would not be able to take more.276 A user could “forward . . . [information] to people who need to see it, while keeping control of access, including whether another party can forward the information.”277 A user could also “revoke someone’s access to the information in the future.”278 With that in mind, the user can give the platform access to information on the condition that it is not distributed to an unauthorized party at the risk of having access revoked.279 The user may also be able to program these conditions into the ledger through “smart contracts.”280 These contracts can be coded into the blockchain and embed the explicit conditions dictating when the data may be shared instead of trusting the other party to respect the conditions.281 Thus, users could leverage SSI and blockchain to create a profile while increasing control, security, and management of their information.

B. CONSUMER AWARENESS AND CONTROL

With the current business model of engaging with social media platforms, the user essentially gives blanket permission to access information. With the SSI-blockchain combination, this solution would fragment the amount of data the user shares, thereby raising awareness on how much information a platform consumes and shift control towards the user.

As previously discussed in Section II.A, when a user creates an online profile for any given social media platform, the user categorically consents to the terms and services and the privacy policy.282 The user does not have an opportunity to negotiate; if the user refuses, the user can abandon creating a

275. See Mainelli, supra note 267.
276. See id. ("[A] distributed ledger . . . may be unreadable if its contents are encrypted."). An entity wishing to access information on the ledger will need the encryption key to access the information. See id.
277. Id.
278. Id.
279. Id.
281. See id. (outlining how smart contracts can be an "alternative to traditional legal agreements" and code into the ledger when certain transactions may occur).
282. See Twitter Terms of Service, supra note 131; see also Facebook Terms of Service, supra note 45.
profile and use the basic services. Instead, this proposed model would reshape how that process is executed. The user could select which data elements to give to the platform, such as name and date of birth, and refuse access to any other elements. If the platform required or wanted more data elements, the platform would be forced to notify the user specifically which data elements it would need. The user would then have a foot in the door to “negotiate” with the platform and develop an agreement suitable for both parties, similar to the way websites track cookies.

As a result, the user is aware of what information the platform consumes, and the user could question the need for some data elements. If the platform provides a list of the data elements it will consume up front instead of providing a link to the privacy policy, the user will have actual knowledge of what information is being shared. When the user identifies a data element with which they do not feel comfortable sharing, the platform would be incentivized to provide more information about the need for that data. This transparency may comfort users and provide their information, otherwise persistent resistance will force the platform to rethink the use and need of data. This fosters a give and take between the platform and user. The communication does not need to be verbal or person-to-person; platforms could follow, for example, the approach websites use with cookies. When a person visits a website, a banner may appear prompting the user to consent to cookies. The user has an opportunity to accept or deny the request, and, in some cases, the user can “manag[e] cookie preferences” by denying access to some cookies while accepting others. To facilitate this process, websites include descriptions of each cookie to inform the users of a cookie’s
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purpose. For platforms, this approach could encourage or force the platform to provide an explanation and encourage transparency.

The user is also afforded improved control over information because the user can restrict who has access as well as what information is shared. When the user creates a profile, they can permit the platform with access to particular data elements. During this transaction, the user can communicate to the platform that access is limited specifically to that platform. Even if this conversation does not take place, the platform will be on notice that the user can revoke access at any given time. In either situation, if the platform shares information with a third party and the user does not want that party to have the information, the user has the ability to see that transaction occur and revoke access. Along the same lines, the user has more control by not providing certain data elements. The user will need to read the privacy policy to understand what data elements are used and for what purpose but could elect to withhold an element. If the platform absolutely requires the data element, it would be motivated to be as transparent as possible. Today, for example, a platform’s terms and services may provide that it will collect the battery level of the device accessing the platform, or the IP address. Yet, today, some users may choose to use a virtual private network (“VPN”) to connect to a platform. The VPN allows a user to change the IP address and encrypt the internet connection to secure the online activity. Provided that a user can change their IP address and still access the platform, it demonstrates the lack of necessity for the IP address data element. With SSI, a solution like VPNs might not be required as a workaround. Also, platforms are able to operate without this information. In this way, SSI would be a sufficient replacement for VPNs since there would not necessarily be a distinction between hiding information versus withholding it. With the SSI model, the user can claw back some power and retain control over data elements the platform does not necessarily need.
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The SS1-blockchain approach does have a few flaws. First, the time potentially spent in creating a social media profile could be onerous, and negotiations could be difficult. First, while this approach increases the level of transparency around the amount of data a platform will request, the platform could generate a laundry list of data elements. If users have to comb through this list of data elements each time they want to create a profile, this exhaustive approach may dissuade users from using it and opting for the traditional blanket permission. If, however, the process was always an opt-in approach to data sharing, platforms would be incentivized to narrow their list to only the data they really need, therefore forcing them to be more efficient. Second, this approach would force the platform to negotiate with each user creating a profile, which, considering platforms have millions of users, might not seem to be a feasible or attractive solution.296 Currently, every user creating a profile provides a generic template of information.297 With this approach, platforms would have to reconsider how they would solicit information, decide which data elements are necessary, and manage settings for every user. With a vast number of users, the prospect of negotiating with each one can seem cumbersome. However, websites currently allow users to toggle which cookies the users will allow the website to track.298 By comparison, this approach would not differ greatly from managing cookies—a user can toggle which data elements she plans to share.

Another overarching issue is that social media is meant to be social, and there must be a balance between privacy and being social. Users join social media platforms for a number of reasons and enjoy sharing content with other users.299 Yet, the concept of privacy is inherently at odds with the concept of being social.300 Naturally, there are compromises. Ideally, with a model promoting informed consent and control, the user is well aware of the compromises. After all, users would still like to use social media; the reckless disregard for their privacy and lack of trust by platforms makes them weary.301

296. See Tankovska, supra note 13.
297. See supra notes 34–38 and accompanying text.
299. See Smith, supra note 19.
C. THE IMPACT ON LEGAL ANALYSIS: CONSENSUAL USE OF DATA AND REASONABLE EXPECTATION OF PRIVACY

SSI united with blockchain promotes consensual use of data and balances a reasonable expectation of privacy in a social world, thereby building a firmer boundary as to when information is voluntarily divulged. Even though social media users enjoy what the platforms offer, a sense of anxiety and unease can surround the use of their personal information.\footnote{302} The current patchwork of data protection mechanisms and enforcement processes presents users with an uphill battle when litigating over the privacy of their information, but this technical implementation offers an opportunity for courts to confine analysis and boost predictability.

As seen earlier, the tort of invasion of privacy is currently difficult to prove against the current social media platforms.\footnote{305} However, under this model, the user provides specific consent over what information is shared, so the model could streamline legal analysis. In situations where the user expressly consents to sharing information, a privacy claim would be quick and simple to assess. The users are aware of what information they are sharing, measure the risks and benefits to sharing that information, and can anticipate what will happen with that data.\footnote{306} Therefore, the three elements of invasion of privacy—\footnote{307} (1) private facts; (2) those facts were made public; and (3) the subject of the facts would be “highly offensive to a reasonable person” if made public—would be easy to prove.

But, at the same time, the user would have an easier claim to ascertain when data is misappropriated. When the user initially shares her data with the platform, she can attach conditions that the data elements will not be shared or used in a particular manner.\footnote{308} Here, social media users can intend only for the platform to have that data. If a platform disclosed that information to a third party, the user could show a privacy violation.\footnote{309} In the second case, a platform may abuse a user’s trust and violate expectations of privacy. Today,

\begin{footnotes}
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platforms may take more data from a user than what a user might expect; a user may upload a photo and the platform may assess and store templates of facial features. Under this SSI model, the user grants the platform access only to the data element. If the platform attempts to extract more, the user can swiftly demonstrate that the platform obtained data beyond what was allowed, by pointing to the transactions on the chain or showing what the platform did with it. The user would then have an easier time meeting the third prong in the invasion of privacy—the subject of the facts being information to which a user did not consent or provide. In the end, the legal analysis simply entails what information the user shared and how it was used, and violations can be identified more easily with these situations.

Concurrently, the SSI-blockchain model presents a tangential benefit that may help a court analyze and promote a reasonable expectation of privacy. Since the term “privacy” has been defined differently depending on the context, courts identify the right to privacy based on the context. But under this model, the court no longer needs to do so. This model promotes “information control” because the user has the authority to determine what personal information is shared with others. While the preceding discussion shows situations where the users will have an expectation of privacy, users will not have an expectation of privacy over content they publish online, for example, blog posts. Then, the court only needs to distinguish between the information at issue to determine if the privacy right applies. Additionally, the SSI model mitigates issues courts have in accounting for the platform’s privacy policy. Over time, a platform’s policy changes, so it may be impossible to assess which version of the policy is relevant. The expectation of privacy promoted by this model would control that issue because the
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platform’s consumption of the information would depend on what the user has stipulated, not the privacy policy.

D. Ancillary Benefits: Increased Security, Transaction Tracking, Breaching the New Model, and Calculating Penalties

Due to the nature of blockchain, this model also brings the added benefit of increased security through its inherent design and ability to track transactions. Because of the increased security, blockchain presents an opportunity to narrow the types of breaches to which users are subjected and, as an added benefit, potentially trim the need for federal legislation requiring standard security. Finally, by separating a user’s information throughout the distributed network, it would be easier to calculate penalties when a breach occurs.

As a distributed ledger, blockchain provides security enhancements over current models of data management. The traditional system of storing and managing information relied on a central database where all the information was located and accessed in one place. In contrast, blockchain decentralizes this information and removes the central component. Based on the inherent design or implementation, blockchain provides mechanisms to protect the confidentiality, integrity, and availability of the stored data. Users can trace transactions “to a specific time period,” which provides genuine assurance and makes the system reliable. Additionally, the information can be fully encrypted, thereby ensuring security.

However, some limitations exist. For instance, a key management system to govern how private keys are stored and accessed would need to be developed. Blockchain also requires implementing added layers of security. Software development standards would need to be implemented and overseen in order to address the functions blockchain introduces.

Assuming the added layers of security are implemented, the model would cement which data issues are the most prevalent. How blockchain is implemented to manage a user’s personal information consequently solidifies the primary concern of how the data is treated—the primary concern becomes how a platform itself handles the information. Because this model enables users to exert more control and limit how information is shared, a platform misappropriating information would be the type of data breach or
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misuse attracting the most attention. Data breaches stemming from hackers, for instance, while still paramount, would be a secondary concern.

Most existing and proposed legislation focuses on requiring systems to maintain reasonable security measures commensurate with the type of user information and protect it from unauthorized disclosure, but using the distributed ledger could instigate legislation to tailor the scope of these laws. Most, if not all, existing state legislation requires social media platforms to take reasonable precautions based on the type information the entities store. Proposed federal legislation follows a similar scheme. While this approach does not discriminate against the type of technology used, it presupposes that the technology is insecure by itself and security must be added. Yet, by comparison, blockchain has security features inherent in the design, which helps to identify the existing gaps in security. Thus, state or federal legislation could be tailored in the social media context to require platforms to add specific security protocols to blockchain, potentially addressing the security concerns over a user’s privacy.

With streamlined legal analysis there would be reduced effort to calculate penalties. In the distributed ledger, the user’s information is dispersed throughout the nodes, or computers, composing the ledger. The user can assign various sensitivity levels of PII to the nodes. For instance, name and age could be on one node while date of birth, address, and sexual identity could be on another. Accordingly, these nodes can be assigned monetary values. When a platform misappropriates or breaches this information, the
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value to the user could be efficiently calculated by courts or agencies by referring to the node’s value or, alternatively, using existing legislation to quantify a value.\textsuperscript{330} In addition to the negative publicity platforms receive when this transaction occurs, they could anticipate the monetary penalty.

One issue with the model is the implementation, particularly implementing a scalable solution and talent.\textsuperscript{331} First, the scale of blockchain may present a hurdle because of the amount of data to process.\textsuperscript{332} As the blockchain grows larger, more data will be stored on the chain.\textsuperscript{333} Whenever a user wants to add a transaction to the chain, the entire chain needs to be processed, and over time, this poses runtime issues.\textsuperscript{334} Second, blockchain is relatively new technology. There is a lack of a talent pool and not many universities offer courses teaching students how to build a blockchain.\textsuperscript{335} If an organization wants to implement this solution, the organization will have to spend time and money training employees or offer competitive salaries to the small pool of experts.\textsuperscript{336} However, these concerns can be mitigated. With regard to scalability, researchers and companies are already theorizing and developing ways to improve blockchain’s performance.\textsuperscript{337} While “there is . . . no method that can . . . solve this problem perfectly” yet,\textsuperscript{338} there are numerous ways to experiment and implement a blockchain system that is tailored for social media. Additionally, there is precedent for academia to broaden their courses in response to technology. For example, Python is a type of programming language which was introduced in 1991.\textsuperscript{339}

\textsuperscript{330} The Illinois legislature established a monetary value for the biometric information, and a technical solution could solidify that value. See 740 ILL. COMP. STAT. ANN. 14/20 (West 2020); see also Bobby Allyn, Judge: Facebook’s $550 Million Settlement in Facial Recognition Case Is Not Enough, NAT’L PUBL. RADIO (July 17, 2020 11:36 PM), https://www.npr.org/2020/07/17/892433132/judge-facebooks550-million-settlement-in-facial-recognition-case-is-not-enough [https://perma.cc/XQZ4-7YTC] (reporting on a judge rejecting a $550 million settlement offer from Facebook and declaring the offer as a “98.75 percent discount . . . off of the amount that the Illinois legislature said might be due”). In a lawsuit between Illinois residents and Facebook where Facebook was alleged to have illegally captured and maintained biometric data, Facebook ultimately reached a settlement of $650 million to the impacted individuals. REUTERS, supra note 308.

\textsuperscript{331} Mark van Rijnenem, \textit{7 Blockchain Challenges to be Solved Before Large-Scale Deployment}, MEDIUM (Sept. 25, 2019), https://medium.com/dataseries/7-blockchain-challenges-to-be-solved-before-large-scale-deployment-3e45b47ee6e6 [https://perma.cc/3RN2-ZMC7].

\textsuperscript{332} Id.
\textsuperscript{333} Id.
\textsuperscript{334} Id.
\textsuperscript{335} Id.
\textsuperscript{336} Id.


\textsuperscript{338} Id. at 16,452.

there has been an abundance of online courses\textsuperscript{340} and prestigious institutions\textsuperscript{341} offering students the chance to learn a programming language. Thus, courses, online or in a classroom, designed to plug the gap in blockchain coding knowledge can be reasonably anticipated.

V. CONCLUSION

Social media platforms have grown prevalent, but that growth has also resulted in a growth of consuming data. As users create profiles and use the platforms, they have become, unwittingly or not, the source of much of that data. SSI promotes the principle that a person should be at the center of their information and only provide that which is necessary to complete a transaction. Blockchain, or a distributed ledger system, enables that theory to become a reality. It allows a user to limit what information is shared, increase awareness before sharing it, and track where their information travels. Even though social media technology allows users to connect with friends and families, there is both a desire to engage in a more private manner and a distrust in the platforms to respect that privacy.\textsuperscript{342} Combining this with the fact that current legal boundaries and remedies for privacy violations might not be satisfactory for users, this model shifts a user’s online presence towards one with more autonomy. Altogether, in the meantime, the legal issues regarding privacy that users experience while interacting online could be solved through a technical solution like blockchain and SSI until the law matures.

\textsuperscript{340} See id.
\textsuperscript{342} See Rainie, supra note 301 (reporting on individuals who would like to contain using social media but don’t entirely trust platforms to protect their privacy).